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Foreword  
 
 
This volume collects several lectures presented by invited speakers from 
Croatia, Macedonia, Romania and Serbia at the International Workshop on 
Advances in Nanomaterials, held in Măgurele-Bucharest, September 17–19, 
2018. The workshop was mainly focused on (i) Low dimensional systems 
and heterojunctions, (ii) Size effects, quantum dots and nanomagnetism, 
(iii) Spintronics and multifunctionality, and (iv) Photovoltaics, 
photocatalysis and photonics. Its scientific aspects were supervised by an 
International Advisory Board, composed of Prof. Ştefan Antohe 
(Bucharest), Dr. Victor Bârsan (Bucharest), Dr. Victor Kuncser (Bucharest), 
Prof. Nenad Novkovski (Skopje), Prof. Nicola Seriani (ICTP).  
 
The workshop is already a traditional activity, starting in 2012. It puts 
together researchers with different profiles - experimental, theoretical and 
computational physicists, chemists and engineers – mainly from Central 
and Eastern European countries. The scientific and financial support of 
ICTP - Trieste was essential for the success of these scientific meetings. 
 
In 2018, the workshop was organized by the National Institute of Materials 
Physics (NIMP) with its International Center for Training and Advanced 
Research (Centre International de Formation et Recherche Avancée – 
CIFRA), by the Physics Department of the University of Bucharest and by 
the UNESCO Chair of the Horia Hulubei Foundation. Its main sponsors were 
ICTP Trieste and NIPM.  
 
The editors are grateful to authors who contributed to this Proceedings. The 
other lecturers are also present with their abstract, included at the end of 
the volume. Hopefully, the publication of a proceedings volume might 
become a rule for the future similar workshops.  
 
 

Victor Bârsan 
Editor 

Măgurele - Bucharest, December 2018 
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Abstract 
We review part of the recent results of conductive polymers and 
chlorophyll-a (Chl-a) thin films based photovoltaic structures, obtained by 
spin-coating, in ambient atmosphere. Exploiting the advantage that Chl-a is 
soluble in orthogonal solvents and alcohol, the discussed photovoltaic 
devices involve the customization of both holes selective layer (HSL) and 
active layer. The obtained results indicated that the presence of Chl-a in the 
architecture of active layer enlarges the spectral domain, increasing the 
number of photo-generated charge carriers, while for HSL improves the 
holes collection to the front contact. A particular blend, working as HSL, 
based on poly(3,4-ethylenedioxythiophene)-poly(stryrenesulfonate) 
(PEDOT:PSS) and Chl-a, in 4:1 wt.%, leaded to almost double value of the 
external quantum efficiency, in terms of reference devices.  
 
Keywords: P3HT, PC61BM, Chl-a, photovoltaics 
 
Introduction 
Nowadays, the attention gained by organic photovoltaic devices (OPVs) is 
strongly correlated with the unique physical and chemical properties of 
conductive polymers [1-3] and a particular architecture involving a 3D 
interpenetrating network built by mixing a conductive polymer and a 
fullerene derivative and denoted “bulk-heterojunction” [4-6]. Particular 
interest was paid to a blend based on poly(3-hexylthiophene-2,5-diyl) 
(P3HT) and [6,6]-phenyl-C61 butyric acid methyl ester (PC61BM), working 
as donor and acceptor materials, respectively, due to their convenient 

mailto:santohe@solid.fizica.unibuc.ro
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match of the energetic levels and high miscibility. The frequently used 
weight ratio between these two components is 1:1, while as solvent 1, 2-
dichlorobenzene or chloroform is used. Furthermore, because was proved 
that oxygen and moisture lead to serious degradation of OPVs [7, 8], 
usually, the fabrication and characterization of such devices are made in 
glove-boxes; dedicated equipments which ensure low volumes of oxygen. 
In order to improve both the power conversion efficiency and time stability 
of these kinds of structures, different configurations had been taken into 
account, involving the preparation methods or customizing the constitutive 
[9-12]; e.g. Socol et al. proved that by increasing the weight ratio of C60 
amount for the active layer, the photovoltaic performances of the blend 
heterostructures are increased due to a better charge carriers’ collection to 
electrodes [13]. Also, Kommeren et al. had proposed the use of different 
solvents than the orthogonal ones and the obtained results were similar 
with reference devices [14] and Al-Zanganawee et al. modified the 
architecture of the active layer by adding functionalized single wall carbon 
nanotubes [15].  

The conventional OPVs devices are designed in order to facilitate 
the holes collection to anode and the electrons to cathode, so intermediate 
layers working as holes selective layer (HSL) and electrons selective layer 
(ESL) are added. One of the frequently used HSL is poly(3,4-
ethylenedioxythiophene)-poly(stryrenesulfonate) (PEDOT:PSS), while as 
ESL, lithium fluoride (LiF) or calcium fluoride (CaF) are selected. The 
optimization of such kind of films had achieved the same importance as the 
optimization of the active layer, because the generated photo-current is a 
measure of the photovoltaic performances of the devices.  

Chlorophyll-a (Chl-a) is a natural porphyrin, the key-molecule in 
the photosynthesis process, and has similar p-type electrical conductivity. 
Usually, Chl-a can be easily extracted by chromatography [16] and has the 
advantage of being soluble in both orthogonal solvents and alcohol. Despite 
its great potential for photovoltaic applications [17,18], a relatively small 
number of papers are focused on this topic because some issues are still 
waiting an answer. One of them is related to poor time stability of Chl-a due 
to the non-regeneration process of it. 

In this paper we review few recent results related to conductive 
polymers and Chl-a thin films based photovoltaic devices. Photo-electrical 
behavior of different architectures involving the customization of either the 
HSL or active layer is discussed in terms of conventional structures. The 
reported results indicated that Chl-a can be a suitable candidate for OPVs 
because enlarges the spectral domain of the active layer, and, also, as 
constitutive of HSL improves the short-circuit current density.  
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Experimental procedures 
Fabrication routine and materials. Chlorophyll-a and conductive polymers 
thin films based photovoltaic structures were fabricated by spin-coating, in 
ambient atmosphere, taking into account different architectures. First step 
of the preparation routine consisted in the deposition of a hole selective 
layer (HSL) onto optical glass substrates covered with indium tin oxide 
(ITO) working as anode. Before the HSL deposition, the substrates were 
subsequently cleaned in acetone, isopropyl alcohol and deionized water for 
15 minutes each procedure. In order to increase the charge carriers 
collection to the front electrode, customized configurations of the HSL 
based on Chl-a and poly(3,4-ethylenedioxythiophene)-
poly(stryrenesulfonate) (PEDOT:PSS) were build, e.g. bi-layer structures 
PEDOT:PSS/Chl-a and Chl-a/PEDOT:PSS and PEDOT:PSS + Chl-a (4:1) 
mixture. Likewise, the active layer was tailored too as blend between 
poly(3-hexylthiophene-2,5-diyl) (P3HT), as donor, [6,6]-phenyl-C61 
butyric acid methyl ester (PC61BM), as acceptor, and Chl-a, in different 
weight ratios. For some obtained samples, the improvement of electrons 
collection to back electrode was facilitated by the deposition of an ultra-
thin film of lithium fluoride (LiF, 10 nm), by thermal evaporation (TVE). To 
complete the photovoltaic structures an aluminum (Al) cathode was 
deposited, by TVE too. The working parameters used to grow the HSL were 
as follows: the angular velocity 2000 rpm and the speed time 40 seconds, 
while in the case of the active layer a two-step procedure was used; first the 
angular velocity was set to 650 rpm for 60 seconds, and second it was 
increased to 1500 rpm for 15 seconds. To remove all solvent traces of both 
HSL and active layer, annealing was performed at 120°C for 1h30 for the 
first and at 110°C for 30 minutes, for the latter. The active area of all 
fabricated photovoltaic structures was 0.4 cm2. For ease of discussion, in 
Table 1 the prepared architectures together with their tailored holes 
selective layers and active films are presented.  
Characterization techniques. Morphological and surface features of 
fabricated thin films were analyzed by scanning electron microscopy (SEM) 
and atomic force microscopy (AFM), respectively. The SEM equipment used 
was a TESCAN VEGA, XMU model, while the AFM was a MDT Ntegra 
machine. Optical investigations of active layers were performed in the 
wavelength range of 300 – 800 nm, covering the absorption bands of P3HT, 
PCBM and Chl-a. Parameters characterizing photovoltaic structures i.e. 
short-circuit current (Isc), open circuit voltage (Voc) and fill factor (FF) were 
determined by current-voltage (I-V) measurements, at room temperature, 
using a Keithley 2400 sourcemeter and a Newport Oriel solar simulator, 
working in AM 1.5 conditions (a solar zenith of 48.2° and an incident power 
density of 100 W/cm2). The external quantum efficiency (EQE) values of 
fabricated devices were calculated by action spectra, at room temperature, 
too.   
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Table 1. The configurations of fabricated photovoltaic structures and their active layers 
Structure Hole selective 

layer 
Active layer Referen

ce 

glass/ITO/PEDOT:PSS/P3HT:PC61BM  
(1:1, wt.%)/Al 
 

PEDOT:PSS P3HT:PC61BM (1:1) [19] 

glass/ITO/PEDOT:PSS/P3HT:PC61BM:C
hl-a (1:1:10, wt.%)/Al 
 

PEDOT:PSS P3HT:PC61BM:Chl-a 
(1:1:10) 

[19] 

glass/ITO/PEDOT:PSS/Chl-
a/P3HT:PC61BM  
(1:1, wt.%)/Al 
 

PEDOT:PSS/Chl-a P3HT:PC61BM (1:1) [19] 

glass/ITO/PEDOT:PSS:Chl-a(4:1, 
wt.%)/P3HT:PC61BM(1:1, wt.%)/LiF/Al 
 

PEDOT:PSS:Chl-a 
(4:1) 

P3HT:PC61BM (1:1) [20] 

glass/ITO/PEDOT:PSS/P3HT:PC61BM:C
hl-a (1:1:1, wt.%)/LiF/Al 
 

PEDOT:PSS P3HT:PC61BM:Chl-a 
(1:1:1) 

[20] 

glass/ITO/Chl-
a/PEDOT:PSS/P3HT:PC61BM  
(1:1, wt.%)/LiF/Al 
 

Chl-a/PEDOT:PSS P3HT:PC61BM (1:1) [20] 

 
 
Results and discussion 
The mixture between P3HT and PCBM is commonly used as active layer in 
the field of bulk-heterojunction photovoltaic devices due to an appropriate 
energy level alignment of theirs highest occupied molecular orbital 
(HOMO) and lowest unoccupied molecular orbital (LUMO), related to 
valence band and conduction band, respectively, of inorganic 
semiconductors. The usage of buffer layers, such as HSL or electrons 
selective layer (ESL), e.g. LiF, or the fabrication of tailored HSL involving 
Chl-a demands suitable energy levels of constitutive. The energy band 
offset diagram of component materials of the prepared samples is 
presented in Figure 1, together with the chemical structure of P3HT, PCBM 
and Chl-a.  
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Fig. 1a – Diagram energy levels of component materials of prepared photovoltaic 

devices. 

 

 
Fig. 1b – Chemical structure of P3HT, PC61BM and Chl-a. 

 
One may notice the very good match of LUMO of Chl-a with LUMO of P3HT, 
in one hand, and on the other hand the match of HOMO of Chl-a with HOMO 
of PEDOT:PSS. Due to this characteristic features, Chl-a offers the 
advantage of customizing both the HSL and the active layer. While 
PEDOT:PSS is a heavily doped p-type semiconductor [21,22], Chl-a has 
similar p-type electrical conductivity, and either a mixture between these 
constitutive or a bi-layer configuration is possible to decrease the energetic 
barrier between the active layer and front electrode, in order to improve 
holes collection, if was optimized. Nevertheless, an architecture such as 
Chl-a/PEDOT:PSS seems to be more appropriate than PEDOT:PSS/Chl-a 
used in glass/ITO/PEDOT:PSS/Chl-a/P3HT:PC61BM  (1:1, wt.%)/Al 
structures from Table 1. 

In order to determine how the presence of Chl-a influences the 
surface morphology of fabricated samples, AFM images and SEM 
micrographs were made, and are presented in Figure 2 for glass/ITO/Chl-
a/P3HT:PC61BM (1:1, wt.%), glass/ITO/P3HT:PC61BM:Chl-a (1:1:10, wt.%) 
and glass/ITO/P3HT:PC61BM (1:1, wt.%) thin films. By using the Gwyddion 
software package the root mean square (RMS) and roughness average (Ra) 
parameters were calculated, and are summarized in Table 2.   
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glass/ITO/Chl-
a/P3HT:PC61BM 

(1:1, wt.%) 

  

glass/ITO/P3HT:PC6

1BM:Chl-a (1:1:10, 
wt.%) 

  

glass/ITO/P3HT:PC6

1BM 
(1:1, wt.%) 

  
 

Fig. 2 – SEM micrographs and AFM images of fabricated glass/ITO/Chl-
a/P3HT:PC61BM (1:1, wt.%), glass/ITO/P3HT:PC61BM:Chl-a (1:1:10, wt.%) and 

glass/ITO/P3HT:PC61BM (1:1, wt.%) thin films. For the AFM images the scanned area 
was 25 μm × 25 μm, working in non-contact mode [19].  
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Table 2. Calculated values of root mean square (RMS) and roughness average (Ra) of 
growth glass/ITO/Chl-a/P3HT:PC61BM (1:1, wt.%), glass/ITO/P3HT:PC61BM:Chl-a 
(1:1:10, wt.%) and glass/ITO/P3HT:PC61BM (1:1, wt.%) thin films. The software package 
used was Gwyddion. 

Structure 
Thickness 

(nm) 
RMS (nm) 

 
Ra (nm) 

 
Chl-a/P3HT:PC61BM  

(1:1, wt.%) 
 

206 54 43 
 

P3HT:PC61BM:Chl-a 
(1:1:10, wt.%) 

 

277 56 47 
 

P3HT:PC61BM  
(1:1, wt.%) 

175 2.4 1.1 

 
 While RMS is defined as the square root of the distribution of the 
surface heights, Ra is related to the mean height calculated for the whole 
scanned area. The values presented in Table 2 were determined using the 
following expressions [23]: 

𝑅𝑀𝑆 = √
1

𝐿
∫ |(𝑦(𝑥))2|𝑑𝑥

𝐿

0
      (1) 

𝑅𝑎 =
1

𝐿
∫ |𝑧(𝑥)|𝑑𝑥

𝐿

0
        (2) 

in which 𝐿 is the length of the profile on x-axis and 𝑦(𝑥) is the variation of 
the height from the profile line for each data point, and in equation (2) 𝑧 is 
the function that describes the surface profile analyzed in terms of height 
(𝑧) and position (𝑥) [24,25]. 
 From both RMS and Ra it can be inferred that the surface of 
P3HT:PC61BM (1:1, wt.%) thin films is more smooth and homogeneous than 
that of glass/ITO/Chl-a/P3HT:PC61BM (1:1, wt.%) and 
glass/ITO/P3HT:PC61BM:Chl-a (1:1:10, wt.%) samples, proving the good 
miscibility between the components, i.e. the solvent used was 1,2-
dichlorobenzene. By adding the Chl-a either in the bi-layer architecture or 
in the mixture the values of RMS and Ra have increased about 200 times. In 
the case of glass/ITO/P3HT:PC61BM:Chl-a (1:1:10, wt.%) layers, this 
behavior can be associated with the fact that Chl-a molecules are too large 
and cannot occupy the sites in the P3HT matrix, leading to the creation of 
clusters at the surface. As SEM micrographs and AFM images indicate, these 
clusters are around 1 μm diameter and are relatively uniform distributed. 
It is well-known that subjected to annealing at temperatures around 100°C, 
the P3HT:PC61BM (1:1, wt.%) blend show an early crystalline structure [26] 
and one can easily notice the similarity of the form of the clusters indicated 
by AFM images and SEM micrographs. We assume that the pre-
crystallization process involved not only P3HT and PC61BM, but affected the 
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Chl-a molecules, too. Nevertheless, it is difficult to conclude if the sites 
correlated with Chl-a are preferential or randomly chose. For 
glass/ITO/Chl-a/P3HT:PC61BM (1:1, wt.%) configuration, the increase of 
RMS are Ra values is related to a physically non-optimized interface 
between Chl-a and P3HT:PC61BM (1:1, wt.%), as AFM and SEM 
investigations showed, despite that Chl-a was deposited from a methanol 
solution. Due to the fact that Chl-a molecules are large, part of the mixture 
between P3HT:PC61BM (1:1, wt.%) get in, and clusters of about 5 μm were 
formed. Moreover, the bi-layer type architecture leaded to direct contact 
between components, so clusters with random forms were created.  
 The optical absorption spectra of Chl-a, P3HT:PC61BM (1:1, wt.%) 
and P3HT:PC61BM:Chl-a (1:1:10, wt.%) thin films are presented in Figure 3. 
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Fig. 3 – Absorption spectra of Chl-a, P3HT:PC61BM (1:1, wt.%) and P3HT:PC61BM:Chl-a 

(1:1:10, wt.%) thin films, determined in the wavelength range of 300 – 800 nm, at 
room temperature [19].  

 
One may observe that despite the smaller absorption coefficient 

values of individual Chl-a layer, the spectral domain that covers, it is 
complementary with that of P3HT:PC61BM (1:1, wt.%). Between the 
particular maxima of Chl-a located at 670 nm (Q-band) and 435 nm (Soret 
band), the specific absorption features of P3HT at 550 nm and at 600 nm, 
attributed to π-π* transitions, are easily visible [27]. PC61BM is a methano-
fullerene derivative with no notable optical absorption below 550 nm, 
however the footprint of a peak can be identified around 370 nm. 
Nevertheless, the UV absorption maxima of such materials are highly 
dependent of the solvent used, as L.-L. Deng and collaborator showed [28].  
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Even though the general optical absorption decreases, the spectral 
domain covered by P3HT:PC61BM:Chl-a (1:1:10, wt.%) thin film has been 
significantly enlarged from 350 to 700 nm, merging the maxima of all 
constitutive. Moreover, the position of peaks is slightly shifted for the 
ternary compound, proving that no chemical interaction took place, though 
efficient charge transfer between polymer chains and fullerene molecules 
was mentioned [29,30].  

The I-V characteristics of fabricated devices, drawn in AM 1.5 
conditions, are show in Figure 4, while the calculated values of specific 
parameters are summarized in Table 3.  

 

glass/ITO/PEDOT:PSS/P3HT:PC61B
M (1:1, wt.%)/Al [19] 

 
 

glass/ITO/PEDOT:PSS/P3HT:PC61B
M:Chl-a (1:1:10, wt.%)/Al [19] 

 

 

glass/ITO/PEDOT:PSS/Chl-
a/P3HT:PC61BM (1:1, wt.%)/Al [19] 
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glass/ITO/PEDOT:PSS:Chl-a(4:1, 
wt.%)/P3HT:PC61BM(1:1,wt.%)/LiF

/Al [20] 
 

 

glass/ITO/PEDOT:PSS/P3HT:PC61B
M:Chl-a (1:1:1, wt.%)/LiF/Al [20] 

 

 

glass/ITO/Chl-
a/PEDOT:PSS/P3HT:PC61BM(1:1, 

wt.%)/LiF/Al [20] 
 

 
 

Fig. 4 – I-V characteristic of fabricated photovoltaic devices, obtained in AM 1.5 
conditions, together with the maximum power density [19,20].  
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Table 3. Short-circuit current density (Jsc), open circuit voltage (Voc), fill factor (FF), and 
external quantum efficiency (EQE) of prepared structures, calculated from I-V 
characteristics in the fourth quadrant (AM 1.5 conditions). All measurements were 
performed at room temperature. 

Structure Jsc 
(μA/cm2) 

Voc 
(V) 

FF 
(%) 

EQE 
(%) 

glass/ITO/PEDOT:PSS/P3HT:PC61BM (1:1, 
wt.%)/Al 

631 0.54 25 18 

glass/ITO/PEDOT:PSS/P3HT:PC61BM:Chl-a 
(1:1:10, wt.%)/Al 

2.2 0.44 19 15 

glass/ITO/PEDOT:PSS/Chl-a/P3HT:PC61BM (1:1, 
wt.%)/Al 

0.5 0.54 23 21 

glass/ITO/PEDOT:PSS:Chl-
a(4:1,wt.%)/P3HT:PC61BM(1:1, wt.%)/LiF/Al 

1.4 0.50 19 35 

glass/ITO/PEDOT:PSS/P3HT:PC61BM:Chl-a (1:1:1, 
wt.%)/LiF/Al 

0.5 0.60 18 16 

glass/ITO/Chl-a/PEDOT:PSS/P3HT:PC61BM (1:1, 
wt.%)/LiF/Al 

1.4 0.30 13 18 

 
For glass/ITO/PEDOT:PSS/Chl-a/P3HT:PC61BM (1:1, wt.%)/Al 

sample it is clear that the match of energy levels are not appropriate to 
facilitate the holes collection to anode, although the values of Voc, FF and 
EQE are not very low as comparing with those of 
glass/ITO:PEDOT:PSS/P3HT:PC61BM (1:1, wt.%)/Al conventional devices. 
More convenient is a tailored HSL such as Chl-a/PEDOT:PSS and this was 
proved by the almost three times higher value obtained for Jsc. In the case 
of architectures based on P3HT:PC61BM:Chl-a (1:1:10, wt.%) and 
P3HT:PC61BM:Chl-a (1:1:1, wt.%) active layers, the electrical results 
indicate that the early crystallization process observed by both AFM images 
and SEM micrographs improved the percolation paths of charge carriers’ 
transport, so the short-circuit current density was fourth times higher in 
the case of the first one. Nevertheless, in this paper only two weight ratios 
of Chl-a amount blend in the active layer were discussed but further studies 
are required in order to fully understand the physical processes involved. 
A HSL as PEDOT:PSS:Chl-a (4:1, wt.%) seems to be suitable to decrease the 
energetic barrier between the active layer and front contact, assuring a 
better collection of holes, fact proved by the determined EQE value, almost 
double the other prepared devices. In the case of these materials, the usage 
of a mixture of two components with same type electrical conductivity 
leaded to better results than a bi-layer architecture of them, despite the fact 
that no chemical interaction took place. In this situation, we assume that 
the annealing performed after the deposition of the mixture has the same 
effect as for the P3HT:PC61BM:Chl-a (1:1:10, wt.%) active layer. By using 
Chl-a/PEDOT:PSS as HSL, an additional energetic barrier is built and the 
holes collection is facilitate, but the overall performances are decreased 
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because the series resistance of the photovoltaic structures becomes larger. 
Chose of the specific weight ratio between PEDOT:PSS and Chl-a was 
established by taking into account electrical and photo-electrical results for 
different situations, e.g. (3:2), (2:3 and (1:4) (not shown here).  

 
Conclusions 
Bulk-heterojunction photovoltaic structures based on P3HT, PC61BM and 
Chl-a were fabricated by spin-coating in ambient atmosphere, taking into 
account different configurations. Exploiting the advantage that LUMO of 
Chl-a is matching with LUMO of P3HT and HOMO of Chl-a with HOMO of 
PEDOT:PSS we tailored both the active layer and the HSL. In the case of 
active layer, two weight ratios of Chl-a amount were blended with 
P3HT:PC61BM (1:1, wt.%), namely 1 wt.% and 10 wt.%. Both, the AFM 
images and SEM micrographs show that an early crystallization process 
took place after annealing at 110°C (30 min) for P3HT:PC61BM:Chl-a 
(1:1:10, wt.%), improving the percolation path of charge carriers’ 
transport. The photo-electrical measurements confirmed this feature by an 
increase of Jsc more than fourth times compared with the similar structure 
glass/ITO/PEDOT:PSS/P3HT:PC61BM:Chl-a (1:1:1, wt.%)/LiF/Al. The 
overall photovoltaic performances proved a customized HSL such as 
PEDOT:PSS:Chl-a (4:1) is more efficient than a bi-layer architecture of Chl-
a/PEDOT:PSS, despite the fact that no chemical interaction takes place 
between the components. A configuration as Chl-a/PEDOT:PSS introduces 
one a hand an additional energetic barrier that increases the series 
resistance of the fabricated devices and reducing the Voc and one the other 
hand increase the defect state at the interface then increasing the 
recombination  processes, and decreasing the photocurrent. By this study, 
we demonstrated that the presence of Chl-a in the configuration of the 
active layer enlarges the spectral domain from 350 to 700 nm, covering all 
the specific peaks of the component materials, while, if optimization is 
made, used in the architecture of HSL improves the photo-electrical 
behavior of the prepared photovoltaic devices. 
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Abstract. We present a theoretical study about the transformation of a 
nondiverging Bessel beam with phase singularity n, which is transversally 
truncated by a circular aperture, in the process of diffraction by the spiral 
phase plate with integer topological charge p. The diffracted wave field is 
described by the derived expressions for its amplitude and intensity 
distributions, followed by the expressions for the vortex radius and 
propagation interval.   
 
1. Introduction 
 
Durnin has discovered that the Helmholtz equation has a class of 
“diffraction-free mode solutions”-they are beams whose transverse 
intensity profiles are remarkably resistant to the diffractive spreading 
[1,2,3]; because of this they can be also called the nonspreading or 
nondiverging beams. The simplest of them is the beam described by the 
Bessel function of the first kind and zeroth order, named the zeroth-order 
Bessel beam (BB), whose central core is bright and is surrounded by 
successive dark and bright rings, and it doesn’t possess a screw (vortex) 
phase singularity [1]. The high-order Bessel beams (described by high-
order Bessel functions) have dark core along their propagation axes (with 
zero intensity), surrounded by successive bright and dark rings. They can 
possess vortex phase singularity (i.e. optical vortex) on the optical axis and 
helicoidal wavefronts, which characterize them as vortex beams. 
Mathematically the Bessel beam can contain an infinite number of rings, 
meaning that over an infinite area it would carry infinite power. However, 
as Durnin and his coworkers showed in [2] an approximation to a Bessel 
beam (a quasi-Bessel beam) can be made practically. A zeroth-order BB 
beam was generated by illuminating an annular slit, placed in the focal 
plane of a lens, with a collimated beam [2], by using a conical lens (axicon) 
[4], or, by means of holographic elements having transmission function of  

axicon type    0/2exp rrirt  , where r is the radial coordinate and r0 is a 

constant [5]. By multiplying the axicon transmission function with a 
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complex, azimuthally varying factor  ipexp , and drawing the system of 

lines of maximum phase, a binary amplitude grating was achieved; its 
photo-reduced version was used in experiment for producing a high-order 
Bessel beam (when 0p ) [6]. 

The  phase function  ipexp  is the transmission function of the optical 

element named the spiral phase plate (SPP), whose phase increases along 
the azimuthal coordinate , p times from 0 to 2π; p is integer showing the 
phase singularity order or the value of the topological charge (TC). SPP is 
well known optical element which transforms the Gaussian beam into an 
output vortex beam [7, 8, 9]. 
In the work of J. Arlt and K. Dholakia [10], an axicon was illuminated by a 
Laguerre-Gaussian beam with topological charge l, and a high-order Bessel 
beam with same TC l was observed in a defined propagation interval. In 
[11] a method for generating nondiverging vortex Bessel beam when a 
Laguerre-Gaussian beam with azimuthal mode number n and zeroth radial 
mode number illuminates a helical axicon placed in the plane of the beam 
waist, is presented. The helical axicon [12] is a hybrid optical element 
consisted of an axicon and spiral phase plate (SPP). In [11] it is shown that 
the incident beam TC can be increased or reduced by the value of the helical 
axicon TC, or it can be annulled.  
Here we theoretically study the transformation of a nondiverging Bessel 
beam with phase singularity n, which is transversally truncated by a 
circular aperture, in the process of diffraction by the SPP with integer 
topological charge p. Analytical expressions describing the diffracted wave-
field amplitude and intensity distributions are derived and analyzed. They 
are followed by definitions of expressions for the vortex radius and for the 
propagation interval of the diffracted nondiverging beam. Also, a formula 
for the diffracted wave field is given, when the incident BB is not obstructed 
by the circular aperture.  
 
2. Definition of the SPP transmission function and the incident beam  
The transmission function of the spiral phase plate is written as 

     iprT  exp, , (1) 

where p is the value of its TC. The TC can be positive or negative ( p ), 

depending on the direction of rotation of the helicoidal phase (whether it is 
clockwise or counter-clockwise oriented). 
The transverse amplitude profile of the incident nondiverging beam is 

described by a Bessel function of the first kind and n th order (n is integer), 

 rkJn 0 , where r is radial coordinate,  /2k  is wave number (with  

being the light wavelength) and 0k  is the radial component of the wave 

vector. The beam is truncated in the transversal plane with a circular 
aperture of radius R and this is described with the function 



26 
 



 










otherwise ,0

for  ,1
circ

Rr

R

r
. Thus, in the plane with polar coordinates  ,r , at 

distance , the incident beam wave amplitude can be written as  

      inrkJikA
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
 .

 (2) 
For n=0 the beam Eq. (2) does not have a phase singularity, whereas, for 

0n  it possesses a phase singularity of n th order and its optical axis is 

dark. We will consider n with positive value. 
In [11] where the transformation of a Laguerre-Gaussian beam with zeroth 
radial mode number and azimuthal mode number n, into a nondiverging 
vortex Bessel beam (as that given by Eq.(2)) by using the helical axicon with 

TC p, is studied, the parameter 0  is:  )1'(
0

 n , with n’ denoting the 

axicon refractive index and  being the axicon base angle. The diffracted 
beam has TC equal to n+p. One should point out that the incident beam 
waist is in the axicon base plane. As special case of incident beam of mode 
(n=0,l=0) i.e. Gaussian mode on the helical axicon, the output Bessel beam 
will have same TC as that of the helical axicon. If only the axicon is present, 
then the Gaussian beam transforms into zeroth-order  BB (within given 
propagation interval and in paraxial approximation). Then, the function 
A() appearing in Eq. (2) as aperture function will be: 
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Gaussian beam waist radius). 
 
3. The diffracted wave field amplitude and intensity 

In the observation screen  z,,  situated a distance  z  from the 

diffractive optical element plane, the wave field in the point  z,,  can be 

calculated starting from the Fresnel–Kirchhoff integral [13] 

 
 

 
 

   
 

(3)                                                .dd 
cos2

2
exp

2
exp

2

2

2


 
































































 r r 
ζz

θrρ

ζz

rk
-i,ζr,Ur,T                  

ζz

ρ
ζzik

ζzπ

ik
ρ,θ,zU  

After the transmission function and the incident beam are involved in Eq. 
(3), the integration over the azimuthal variable has been performed by 
using the Jacoby-Anger identity for Bessel function [14]: 
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where the integral over the radial variable is denoted as 
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 (5) 
In order to solve the integral Eq. (5) we will apply the trigonometric 
approximation for the Bessel function  rkJn 0  when its argument has big 

value, which, except for 0r , is justified because of the presence of the 
wavelength in the denominator of the argument [15] 
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for the values: n , rkx 0 . Then Eq. (5) transforms into  
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using the stationary phase method [13,16]. Namely, each of the integrals in 

Eq. (7) is of type      rrikrfY d exp'

0




  , and according to this method, its 

solution can be evaluated around the critical point c
r  (which contributes 

mostly in the diffraction integral) as
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cc exp
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critical point is obtained when the first derivative of the function  r  is set 

to zero i.e.   0' r , while  cr
''  denotes the value of the second derivative 

at the critical point.  
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Finally, when the previous equation (8) is involved in Eq. (4) the diffracted 
wave field amplitude is obtained as 
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The second term in the sum into the bracket in Eq. (9) denotes the virtual 
beam propagating in the negative direction of the z axis, and will not be 
considered further; so, the wavefield of the real diffracted beam in Eq. (9) 
has amplitude  
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The output beam, Eq. (10), is Bessel beam, nondiverging within the 

propagation interval  max)(,  z , where  
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)1'(0

max



n

RR
z . It is 

also a vortex beam with central dark core, except for the case when 
0 pn  is satisfied (then the beam will be chargeless and with central 

bright core). The topological charge of the diffracted beam can be increased 
(when both the incident BB and the SPP have same in sign TCs) or reduced 
(when the TC of the incident beam is with opposite sign than that of the 
SPP) compared to that of the incident beam, or equal to zero (when the BB 
and the SPP have same in value but opposite in sign TCs). The wave field 

intensity calculated as     2
,,,, zUzI    is given by 
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When the condition n-p=0 is met, than the output beam is described by 
the zeroth-order Bessel function and has the following amplitude and 
intensity  
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The vortex radius (defined as the radial position of the maximum intensity 
in the first bright ring surrounding the vortex core from the beam centre) 
is found from the intensity distribution, Eq. (10a), as 
  01,max /  kj pn , (12) 

where 1,pn
j

  are the values of the Bessel function argument for which the 

first derivatives define their first maxima. So, they are found as roots of the 

equations     0101
kJkJ

pnpn 
 . 

In case the output beam is with bright-axis, the radius of its central bright 
spot is defined by the position of the first minimum value of the Bessel 
function (i.e. the position of the first dark ring surrounding the central 
bright spot) from the beam centre 

  
0

/4,2  k
o
 . (13) 

In Fig. 1 we present the radial (left side) and transverse (right side) 
intensity profiles of the diffracted beam for n=1, p=1 (a), n=2, p=1 (b), n=2, 
p=-1 (c), n=2, p=-2 (d) and n=1, p=3 (e). They are calculated for the 

following parameters: 48,1'n  (for nm 980 ) and  rad 024,035,1 0   

i.e. rad 012,0)1'(0   n , at distance cm 10)( z . With maxr  and 0r  

the radii of the vortex and of the central bright spot are denoted,   
respectively. When the TC n of the incident beam is increased, the TC of the 
output beam (n+p) is increased, which implies the increment of the vortex 
radius, also - this can been seen from Fig. 1 (a) and (b). The vortex radius 
can be increased in other way when increasing the TC of the SPP (compare 
Fig. 1 (a) and (e)). When the SPP has TC with smaller modulus and opposite 
sign compared to that of the incident beam, then the vortex radius of the 
diffracted beam is decreased due to the decrement of its TC - Fig. 1 (c). 
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Finally, when p=-n, then one obtains a zeroth-order Bessel beam, shown in 
Fig. 1 (d). 
In Fig. 2 we present the radial intensity distributions, calculated at distance 

cm 10)( z , for twice bigger value of the parameter rad 024,00   (

rad 048,0 ) than in Fig. 1, and for two different TCs of the incident BB 

and SPP: n=1, p=1 (a) and n=2, p=-2 (b). By making comparison of Fig. 1 (a) 
with Fig. 2 (a), and Fig. 1 (d) with Fig. 2 (b), one can conclude that the vortex 

radius is decreasing when increasing the value of the parameter 0 , so does 
the radius of the central bright spot for the chargeless beam. Also, in the 
same radial interval there are more bright and dark rings when the 

parameter 0  is bigger. 

 
 

 
 

 

a) n=1, p=1 ( mm 04,0max r ) 

 

b) n=2, p=1 ( mm 058,0max r ) 

  
 

 
 

 
 

c) n=2, p=-1 ( mm 025,0max r ) d) n=2, p=-2 ( mm 033,00 r ) 

 

 
 

 

e) n=1, p=3 ( mm 07,0max r ) 
 

Fig. 1. Radial intensity distributions for rad 012.00   and: n=1, p=1 (a),  
n=2, p=1 (b), n=2, p=-1 (c), n=2, p=-2 (d) and n=1, p=3 (e). 
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a) n=1, p=1, rad 024.00   (

mm 02,0max r ) 

 

b) n=2, p=-2, rad 024.00   (

mm 016,00 r ) 

Fig. 2. Radial intensity distributions for rad 024.00   and: n=1, p=1 (a) and 
n=2, p=-2 (b). 

 
 
 
In our previous work [17] the diffraction of non-obstructed Bessel beam by 
a fork-shaped grating is studied. It is well known that the field in the first 
diffraction orders of the fork-shaped grating is same to the diffracted field 
behind the SPP. Thus, if the BB was not obstructed by circular aperture, 
then behind the SPP the diffracted beam will have same amplitude as that 
in the first diffraction orders in [17] 
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where Г(…) is Gamma function and  dfbaF ;;,12  is the Gaussian 

hypergeometric function. One can see that this expression is more 
complicated than Eq. (10). 
 
4. Conclusion 
In this work we theoretically studied the transformation of the 
nondiverging Bessel beam (with or without phase singularity), which is 
transversally obstructed by a circular aperture, in the process of diffraction 
by the spiral phase plate with integer topological charge p.The expressions 
for the wave field amplitude and intensity are calculated by using the 
method of stationary phase. The output beam is Bessel beam with TC equal 
to the algebraic sum of the TCs of the incident beam and of the SPP. When 
the incident BB and the SPP have same in value but opposite in sign TCs, 
the output beam is chargeless, zeroth-order BB.  
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Further, expression for the propagation interval of the diffracted beam is 
obtained, as well as the expressions for the radii of the vortex (if the beam 
is high-order BB) and of the central bright spot (if the beam is zeroth-order 
BB). The intensity profiles for different values of the TCs of the incident 
beam and the SPP are numerically calculated. The analysis of the radial 

intensity distributions for two different values of the parameter 0  (which 
is involved in the argument of the incident BB), show that by increasing this 
parameter one can achieve the narrower dark vortex spot (for high-order 
BB) and narrower bright spot (for zeroth-order BB). 
The very small particles (having diameter of micrometer or smaller) with 
lower refractive index than that of the surrounding medium can be caught 
in the dark regions between the bright rings, while the particles with higher 
refractive index than that of the surrounding medium are caught in the 
bright rings. The Bessel beam with phase singularity possesses orbital 
angular momentum, which can be transferred to the trapped particles in 
optical tweezers experiments. In the dark core of the high-order BB atoms 
can be trapped and transported an extended distance without transverse 
spreading. Also, the BBs have applications in industry for precise machine 
cutting and fabrication of 3D structures using multiphoton polymerization, 
then in optical communications, statistical physics (for studying how 
particles with inherent Brownian motion act in external potential) and 
many others [18, 19]. 
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Abstract 
Core-shell iron-based nanoparticles have a great attraction in biomedicine, 
sensors, catalysis etc. due to outstanding structural and magnetic 
properties. This review presents an updated outlook on the local 
configurations and magnetic properties of novel Fe-C composite core-shell 
nanoparticles. The specificities of a large number of preparation and 
processing techniques were addressed, but main results were presented on 
those systems prepared by laser pyrolysis. Obstacles in obtaining a good 
control of magnetic properties, such as oxide phases, very broad size 
distributions, phase intermixing at the core-shell interface, or insufficient 
relative Fe content were brought to spotlight and ways to surmount them 
were proposed. Magnetic relaxation phenomena specific to these types of 
small complex nanoparticulate systems were approached.   
 
Keywords: core-shell, local configurations, magnetic relaxation, interface, 
Mössbauer spectroscopy, magnetometry 
 
 
1. Introduction 
Core-shell iron based magnetic nanoparticles are exceptional 
nanostructures with important size induced effects, e.g. with tunable 
coercivity with respect to bulk, as well as with superparamagnetic 
behaviour for reduced particle sizes. Therefore, they are attracting much 
interest in advanced applications: biomedicine such as MRI or 
hyperthermia or cytotoxicity tests [1-5], catalysis [6,7], microwave 
absorption [8-10], magnetic separation of biomolecules [11], magneto-
optical devices, magnetic recording systems, sensors, ion batteries [12], 
hydrogen storage, carbon nanotube grow [13], water treatment [14].  
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However, nanoparticles of metallic Fe have low stability in air, 
water, acid or base environment or at high temperatures due to oxidation, 
agglomeration and corrosion, causing a high impact on magnetic properties 
and limiting their advantages. To note the importance of preserving the 
metallic character of the particles due to the corresponding increased 
magnetization with respect to the oxide counterparts. In this regard, 
protective shells (organic coatings or inorganic layers) are a viable 
approach to chemically stabilize the Fe nanoparticles from oxidation, 
thermal or temporary degradation. Carbon or carbon-based phases [15-
17], carbon and organic matrix such as polyaniline [18], polypyrrole [8] and 
polystyrene [19], oxides as silica [20], metals with low oxidation degree 
such as Au [21] can be used as protective shells. Generally, core-shells 
nanoparticles are considerably improved in many regards relative to the 
corresponding single components but care has to be paid to the 
optimization of the shell in order to preserve the magnetic properties of the 
nanoparticles (thicker shells will reduce the magnetization of the overall 
system whereas thinner shells might not be effective against oxidation). By 
using carbon as a protective shell it becomes possible not only to prevent 
oxidation but also to improve the anti-agglomeration behaviour of the 
nanoparticles because of the magnetic coupling reduction. Compared to 
organic matrix, oxides or metals, carbon layers have better chemical and 
thermal stability, conductivity, electrocatalytic activity and 
biocompatibility, lower density, favour chemical functionalization, are 
abundant and cost-effective (especially when compared to noble metals).  

In this review, a few advanced preparation methods will be 
presented, along with the corresponding specific geometries of the 
obtained nanostructures with a main focus on nanoparticulate Fe-C 
systems obtained by laser pyrolysis. Main issues related to such Fe-C 
nanoparticles will be addressed, especially the presence of unwanted oxide 
phases and phase mixture at the core-shell interface. Tools to improve 
magnetic properties, as well as aspects regarding magnetic relaxation 
phenomena in Fe-C nanosystems obtained by laser pyrolysis are detailed. 
 
2. Preparation and processing of Fe-C composite nanostructures 
The production of Fe-based magnetic nanoparticles encapsulated by 
carbon is performed by complex processes and special precursors are 
required. This procedure is challenging due to the highest saturation 
magnetization of Fe among all the other magnetic materials. The most used 
processing methods for achieving this aim are: arc discharge, pulsed 
plasma discharge, carbon arc route, hydrothermal route, radio frequency 
thermal plasma reaction method, template reduction, solution combustion 
synthesis, chemical vapor deposition, reduction and carbonization, 
simultaneous reduction/pyrolysis, laser pyrolysis. 
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The simple and cost-effective arc discharge method was used to 
prepare carbon-coated iron nanoparticles of spherical shape and sizes in 
the 40-55 nm range (graphitic shells of 20-30 nm) [22,23], as well as in the 
4-45 nm range [24,25]. Fe-C nanoparticles obtained by pulsed plasma 
discharge in a liquid [4] showed low cytotoxicity. Further on, Fe-C 
nanocapsules prepared by arc discharge were embedded in polypyrrole-
paraffin (see figure 1) by in situ oxidative polymerization method [8], with 
superior microwave absorption properties. Fe-C nanoparticles prepared 
by carbon arc route showed good cytotoxic results [2]. 
 

 
Figure 1. HRTEM images of Fe-C nanostructures (a) and Fe/C/PPy 
composites (b). Reprinted (adapted) with permission from [8]. Copyright 
© 2016 American Chemical Society. 
 

The hydrothermal route followed by an annealing temperature in 
argon at temperatures between 400 and 600°C [26] was used to prepare 
composites of magnetite nanoparticles and carbon nanocapsules (Fe3O4-
CNCs), γ-Fe2O3-CNCs, and Fe-C nanostructures. At the highest annealing 
temperature (see figure 2), the oxidation is completely removed. The 
hydrothermal method was followed by a thermal reduction process also in 
[27]. Oxides were successfully removed by annealing in a mixture gas of 
hydrogen and argon at 550°C. Moreover, in order to remove the non-
encapsulated Fe nanoparticles and to improve dispersion, acid treatment 
was applied. However, the magnetic properties were considerably 
damaged. In other study [28], acid treatment was used to generate 
carboxylic groups on the graphite shell for further functionalization, but 
increase of defects was detected, which is expected to alter magnetic 
properties. The stabilization in aqueous suspensions of Fe nanoparticles 
encapsulated in C (coated with polyvinyl-alcohol) was succeeded by 
Aguilo-Aguayo et al. [1] using a modified arc-discharge plasma method.  
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Figure 2. TEM images of Fe-C nanostructures and hollow CNCs. Reprinted 
(adapted) with permission from [26]. Copyright 2011 American Chemical 
Society. 

 
Iron nanoparticles encapsulated in C were prepared by 

Bystrzejewski et al. by a flow-through radio frequency thermal plasma 
reaction method [29]. A purification process (based on HCl and ethanol) 
was necessary to remove Fe nanoparticles not encapsulated (which would 
modify the magnetic properties) and small Fe-C nanostructures were 
obtained (although having a broad diameter distribution between 10 and 
100 nm). 

Composites of Fe/Fe3C-C were also obtained by a green template 
reduction method [12], using α-FeOOH templates, glucose and urea 
(reducing and chelating agents), annealed at 800°C. A template free method 
was used to prepare mesoporous structures of graphite encapsulated iron 
based nanostructures (Fe3C/Fe nanosheet composites), called solution 
combustion synthesis [7]. Starting materials were dissolved in deionized 
water and carbonized in Ar at moderate and high temperatures. The Fe 
based nanostructures encapsulated in C were successfully prepared 
without templates. 

Radio frequency-catalytic chemical vapor deposition was used to 
prepare Fe-C core shell nanostructures (and other elements) [3], followed 
by annealing in H2 atmosphere up to 800°C and acid treatment.  

Magnetic nanoparticles (Fe and Fe3O4) in a carbon matrix were 
prepared by reduction/pyrolysis of Fe3+ dispersed in sucrose [30]. 
Basically, Fe3+ ions were impregnated in sucrose, followed by pyrolysis at 
temperatures in the range 400 – 800°C. Fe-C core shell particles assembled 
in nanocubes were prepared by the hydrothermal method and pyrolysed 
in N2 [10]. 
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Figure 3. Schematic representation of the laser pyrolysis synthesis 
technique 
 

Remarkable results were obtained using a preparation method 
called laser pyrolysis that combines the fast heating of gas phase processes 
with the sudden quenching of reaction products. It is a one step synthesis 
method that allows the control of structural and magnetic properties by 
carefully tuning the preparation parameters. In order to prepare C coated 
Fe core-shell nanoparticles, precursors such as iron pentacarbonyl vapors, 
as iron donor, and an ethylene/acetylene mixture [31,32] as carbon source 
are introduced in a flow reactor through a central nozzle system with three 
concentric tubes (see figure 3).  The reactive mixture flows are confined 
using an Ar flow (from 1500 to 2500 sccm) emerging through the external 
tubes. A secondary Ar flow (300sccm) was admitted from the nozzles 
placed near by both IR-windows in order to avoid some particle deposition 
on them A CO2 laser beam with 100W nominal power is focused on the 
reaction area generating a pyrolytic flame. The structural and magnetic 
properties of the Fe-C nanocomposites can be improved by optimizing the 
initial parameters of the preparation, such as the nozzle diameter 
controlling the gas flow [15,17] and the precursor type and content 
[15,16,31]. Mean particle size, Fe/C ratio and saturation magnetization 
increase with nozzle diameter [17]. In [16], the C2H2 content in the 
C2H2/C2H4 carbon source mixture was optimized at 50% to balance an 
increased Fe content and the protective behaviour of the C shell.  
 
3. Tuning magnetic properties 
The magnetic properties of Fe-C nanostructures depend strongly on the 
size of the nanoparticles, iron content and phase composition, oxidation 
state and quality of the core-shell interface. All these parameters can be 
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controlled either by specific parameters of the laser pyrolysis or of 
alternative methods, or by parameters of further processing procedures as 
well, one of the most important being the temperature.  
 
3.1. Size 
One of the most imperative challenges in the design of magnetic properties 
of Fe-C nanostructures is the ability to control their size, namely their size 
distribution. In this respect, intensive efforts have been done to find 
optimal processing parameters leading to a desired average size in 
condition of an as much as narrower size distribution. The size of the 
nanoparticles dictates the magnetic behaviour which can be at a given 
temperature, either superparamagnetic or ferromagnetic (magnetic 
frozen). The entire magnetic response of the nanoparticles of interest for 
most applications is therefore imposed by these parameters. Depending on 
the involved anisotropy, very small particles (with less than 10 nm for the 
Fe core) may possess superparamagnetic behaviour [17]. More details on 
superparamagnetism are given in section 5. 
  
3.2. Oxidation 
In order to achieve high saturation magnetization (MS) of Fe-based 
nanoparticles, valence state is important and the metallic character of the 
core needs to be preserved. Even using a protective shell such as carbon, 
issues related to the uncovered Fe nanoparticles (due to non-uniform 
coverage) subject to oxidation and degradation still remain. Therefore, 
oxidation is a serious concern since it considerably modifies the magnetic 
performance. For example, metallic Fe-C nanostructures have presented 
high MS values, up to 90 emu/g, while values less than half were reported 
for their oxide counterparts – composites of Fe3O4 / γ-Fe2O3 and carbon 
nanocapsules [26].  

One of the few powerful techniques that can be used to precisely 
discriminate between different Fe phases (always appearing in such 
particulate Fe-C nanocomposites) is Mössbauer spectroscopy. Some 
examples of Mössbauer analysis of C coated Fe nanoparticles are found in 
[17]. At room temperature, one of the reported samples was composed of 
phases in which spectral components were completely collapsed due to 
superparamagnetic relaxation of Fe oxides (see section 4). Other reported 
samples (which was obtained within different conditions of pyrolysis) 
contained both metallic (Fe and carbide) and oxidised Fe phases. This is 
just a typical example proving that C encapsulation may succeed only 
partially and oxidation can not be completely avoided. It is a challenging 
matter of interest to find suitable tools to separate the Fe core-C shell 
nanoparticles from their C matrix and Fe oxide counterpart. 
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3.3. Fe-C interface and C/Fe ratio 
The protective performances of carbon coatings depend on their structural 
integrity. However, it is difficult to obtain a clear interface between the core 
and the shell and carbide phases – mostly Fe3C but also other phases such 
as Fe7C3 and Fe5C2 [15-17;30] can be also formed. Even hybrid 
nanostructures containing iron and carbon based might be subjected to 
oxidation issues. The formation of Fe-C phases is affecting the protective 
behaviour of the shells and the overall magnetic properties of the 
structures.  

Examples of Mössbauer spectra of Fe-C nanocomposites containing 
1% and 8%wt iron and obtained by sucrose pyrolysis at different 
temperatures are shown in figure 4 [30]. The Fe3C phase is not formed at 
temperatures lower than 800°C. The processing temperature needs to be 
high enough to allow formation of the α-Fe phase, but lower to prevent Fe-
C intermixing. In this case, the optimal temperature for the sample 
containing 8% iron is 600°C. 

It was found that Fe is encapsulated preferentially at low C/Fe ratio 
[29]. For higher carbon content, the encapsulation yield decreases. In the 
Fe-C nanostructures, presented in figure 4 [30], the phase composition and 
content are influenced considerably by the pyrolysis temperature and Fe 
content. The processing temperature has a considerable impact on the Fe 
valence, phase formation and, consequently, magnetism of the final 
product. The materials processed at 400°C show no sign of metallic Fe, but 
only oxides in magnetic and superparamagnetic states. When increasing 
the processing temperature at 600°C, α-Fe starts to form in the sample of 
higher Fe content. At 800°C the oxidation is considerably reduced in favour 
of metallic Fe and carbide. High iron content encourages the formation of 
metallic phases of magnetic character (Fe and Fe3C as well), especially at 
higher pyrolysis temperature. In accordance with the local structure, there 
is a monotonic correlation (linear in some cases [29]) between the iron 
content and saturation magnetization values in Fe-C nanostructures. 
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Figure 4 Room temperature Mössbauer spectra of Fe-C nanocomposites 
containing 1% (left) and 8% (right) iron obtained after sucrose pyrolysis at 
400, 600 and 800°C. Reprinted (adapted) with permission from [30]. 
Copyright Springer Science+Business Media B.V. 2011. 
 
4. Preparation temperature and processing 
Magnetic and morphological parameters of Fe-C nanoparticulate systems 
obtained in different conditions are mentioned in Table 1. In the special 
case of laser pyrolysis, the higher the temperature of the preparation 
method or of the successive thermal annealing treatment, the higher the 
saturation magnetization is obtained, as depicted in Table 1. However, post 
processing such as acid treatment is very detrimental to the saturation 
magnetization (as evidenced in figure 5) in favour of the coercivity.  

 
Table 1 Magnetic parameters of Fe-C nanostructures for different 
preparation and processing conditions 

Sample 
Preparation 

method 
Treatment 

Fe NP size 
(nm) 

MS 
(emu/g) 

Hc (Oe) Source 

Fe-C core-shell hydrothermal 

TA in H2-Ar, 
550°C, 3h 

10 - 20 47.3 75 

[6] TA in H2-Ar, 
550°C, 3h;  

H Cl 
10 - 20 0.015 639 

Mesoporous 
Fe/C 

hydrothermal, 
carbothermic 

reaction 

TA in Ar 900°C, 
3h 

5.1 16.3 560 [9] 

Fe-C core-shell arc discharge - 50 34.8 221 [23] 



42 
 

Sample 
Preparation 

method 
Treatment 

Fe NP size 
(nm) 

MS 
(emu/g) 

Hc (Oe) Source 

Fe-C 
nanocapsules 

arc discharge 
TA in air 800°C, 

3.5h 
6-40 85 397 [24] 

Fe-C core-shell RF-cCVD 
TA in H2, 800°C, 

3h; 
HCl 

7-15 10  [3] 

Fe-C core-shell 

hydrothermal, 
pyrolysis in N2 
(600°C, 650°C, 

and 700°C) 

- 3–100 106-121  338-440 [10] 

Fe-C 
pulsed plasma in 

liquid 
- <7.9> 12 480 [4] 

Fe-C core-shell 

Laser pyrolysis 
T= 635°C 

- <3.9> 28.4 - 

[17] 

Laser pyrolysis 
T= 645°C 

- <5.7> 37.2 - 

Laser pyrolysis 
T= 665°C 

- <6.4> 58.9 54 

Laser pyrolysis 
T= 675°C 

- <10.5> 65.9 46 

* TA = thermal annealing treatment 
 

 
Figure 5 The mass loss of the carbon-encapsulated Fe nanoparticles and 
corresponding magnetic saturation after treatments under acidic 
conditions. The Fe nanoparticles were treated at 120°C for 15 minutes. 
Reprinted with permission from [28]. Copyright Springer 
Science+Business Media B.V. 2009. 
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5. Magnetic relaxation phenomena 
The magnetization can be easily flipped by thermal fluctuations over the 
anisotropy energy barrier of very small ferro/ferri-magnetic nanoparticles 
which will enter in these conditions (enough higher temperature with 
respect to the anisotropy) the so-called superparamagnetic regime. The 
moments of the particles can fluctuate as the temperature increases, within 
the Néel relaxation time, τ, given by: 

𝜏 = 𝜏0𝑒𝑥𝑝 (
𝐾𝑉

𝑘𝐵𝑇
)               (1) 

where τ0 is the attempt time (characteristic of a material), K is the 
anisotropy constant, V is the volume of the nanoparticle and kB is the 
Boltzmann’s constant.  

The blocking temperature, TB, is the temperature at which the 
relaxation time matches the timescale of the measuring technique, 𝜏𝑀: 

𝑇𝐵 =
𝐾𝑉

𝑘𝐵𝑙𝑛(
𝜏𝑀

𝜏0
⁄ )

            (2) 

Below TB the particles are called to be in a blocked state, while 
above TB the particles are fluctuating. Size is very influential and particles 
having a broad size distribution will be blocked at different TB. The blocking 
temperature is also highly dependent on the measuring method. Magnetic 
relaxation phenomena can be evidenced in magnetic measurements, 
temperature dependent Mössbauer spectroscopy measurements, as well as 
neutron scattering and muon spin spectroscopy. In magnetic 
measurements, TB can be easily deduced from the zero-field-cooled field-
cooled procedure or from the coercive field dependence of temperature, 
which for non-interacting nanoparticles approaching the 
superparamagnetic regime should respect the relationship: 

𝐻𝐶 = 𝐻0 (1 − √
𝑇

𝑇𝐵
)             (3) 

where H0 is the coercive field at 0 K (approximated with the coercive field 
at the lowest temperature). 

In Mössbauer spectroscopy measurements, in the regime of 
collective excitations specific to temperatures much lowers than TB, the 
hyperfine magnetic field, Bhf, decreases by the following relation: 

𝐵ℎ𝑓 = 𝐵0 (1 −
𝑘𝐵𝑇

2𝐾𝑉
)            (4) 

where B0 is the hyperfine magnetic field at the lowest temperature. 
The anisotropy barrier energy KV can be obtained from eq. (4). 

Further on, the average size of the nanoparticles can be deduced by 
considering the anisotropy constant from magnetic measurements. The 
blocking temperature specific to the Mössbauer spectroscopy technique 
may be easily obtained from eq. (2). 

The Mössbauer spectra of very small Fe-C nanocomposites (few 
nm) containing Fe oxides, Fe carbides and metallic Fe, were reported in 
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[15]. The probability distribution of the magnetic hyperfine field is shown 
on the right side of each corresponding spectrum. All three contributions 
present a magnetic relaxation behavior. The outer sextet (highest hyperfine 
magnetic field) collapses below 80 K, suggesting a blocking temperature 
between 40 and 80 K. The temperature evolution of the hyperfine magnetic 
field indicates a relaxation mechanism of collective excitations for Fe and 
Fe carbide phases, while the steep decrease corresponding to the Fe oxide 
is related to the superparamagnetic transition. A wide range of blocking 
temperatures was derived from the magnetic measurements for the 
investigated samples – between 390 and 670 K. 

 

 
Figure 6 Mössbauer spectra of the sample A collected at 4.5 K (a), 25 K (b), 
50 K (c), and RT (d). 
 

Magnetic relaxation phenomena can be also evidenced in the 
Mössbauer spectra of a Fe-C composite sample denoted as A (prepared by 
laser pyrolysis), collected at temperatures from 4.5 K to room temperature 
(RT), presented in figure 6. The spectra collected at low temperatures 
present a relatively wide sextet pattern and are mainly fitted using the 
probability distribution method. On the other hand, the spectrum collected 
at room temperature shows narrower patterns and was fitted by a 
superposition of discrete and distributed sub-spectra. The probability 
distribution of hyperfine magnetic fields is shown on the right side of each 
corresponding spectrum. The main hyperfine parameters (isomer shift, IS, 
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quadrupole splitting, QS, and magnetic hyperfine field, BHf), as well as 
relative area and phase composition, are given in Table 2. 

The Mössbauer spectra at low temperatures (< 50 K) of sample A 
(figure 6) are showing a main wide magnetic pattern attributed to iron 
oxide phases (maghemite or magnetite, or mixtures in distorted 
configuration). A secondary, less intense magnetic phase is assigned to iron 
carbide, with an average hyperfine magnetic field of about 25.4 T and 
isomer shift of 0.3 mm/s. To note that no traces of metallic Fe were 
observed in the Mossbauer spectrum of low temperature, and therefore 
iron carbide monophasic nanoparticles (with no Fe core/Fe-C shell) are 
formed. At room temperature (RT), maghemite/magnetite phases are still 
prevailing, corresponding to a well-formed crystalline sextet (S1), which 
accounts for large size nanoparticles with a blocking temperature much 
higher than room temperature. Also, a wide distribution of hyperfine 
magnetic fields (S_DIST) with two maxima at 26 T and 45 T accounts for 
maghemite/magnetite phases in distorted configurations of two different 
average sizes. In addition, a paramagnetic doublet (D, having a contribution 
of 27% to the spectrum) was considered, as belonging to Fe oxides in the 
superparamagnetic relaxation regime specific to very fine nanoparticles. 
Whereas all data concerning the Fe oxide nanoparticles support a very 
large size distribution (e.g. trilobar like), the Fe carbide nanoparticles 
presents a much narrower size distribution. At room temperature, the iron 
carbide phase is precisely identified as cementite, Fe3C, with hyperfine 
parameters in accordance with Ref. [33]. 
 
Table 2 Hyperfine parameters (isomer shift, IS, quadrupole splitting, QS, 
magnetic hyperfine field, BHf) and spectral relative area (corresponding to 
magnetite/maghemite and cementatite phases, as discussed in the text) 
derived from the Mössbauer spectra of sample A at various temperatures. 

T (K) Sublattice 
IS 

(mm/s) 
QS 

(mm/s) 
Bhf (T) RA (%) 

4.5 
S_DIST 0.31 0.03 51.2 92 

S 0.3 0.04 25.4 8 

25 
S_DIST 0.37 0.03 50.6 91 

S 0.3 0.04 25.3 9 

50 
S_DIST 0.4 0.03 49.3 90 

S 0.3 0.03 25.2 10 

RT 

S_DIST 0.37 -0.05 - 27 

S1 0.33 0.02 50 35 

S2 0.17 0.05 20.8 11 

D 0.32 0.78 - 27 

 
In figure 7 (left side), the evolution of the hyperfine magnetic field 

values (averaged for distributions) of each magnetic contribution is shown. 
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Also, the reduced hyperfine magnetic field values related to the hyperfine 
magnetic field at the lowest temperature, are shown in figure 7 (right side). 
Using eq. (4), the barrier energy KV can be obtained and the related values 
are: 4 * 10-20 J (Fe3C) and 8.77 * 10-20 J (γ-Fe2O3 / Fe3O4). 

 

 
Figure 7 Temperature dependence of the average hyperfine magnetic field 
(all magnetic contributions) (a) and of the reduced average hyperfine 
magnetic field (Bhf/B0) (only Fe-C phases) (b). 

 
6. Concluding remarks and outlook 
In summary, we have reviewed recent progress regarding C covered Fe 
nanoparticles, with use in various fields such as biomedicine, catalysis, 
microwave devices and sensors. Recent progresses in the preparation and 
processing techniques used for C encapsulated Fe nanoparticles are 
discussed. Issues related to the oxidation problem, core-shell interface, 
C/Fe ratio and control of magnetic properties are referred and methods to 
overcome the challenges regarding the optimization of the magnetic 
properties for different applications are proposed. Magnetic relaxation 
phenomena are detailed in relation to several experimental techniques, 
with the main focus on Fe-C nanoparticulate systems obtained by laser 
pyrolysis. Future work on the core-shell Fe-based nanoparticles should 
focus on controlling the size and composition of the nanoparticles in order 
to obtain high magnetic performances. 
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Abstract 
This paper represents a very short introduction to hysteresis measurement 
in magnetic hyperthermia. Efficient use of magnetic hyperthermia in 
therapy demands knowledge of heating losses of the used material. 
Commonly, losses are determined using calorimetric setup. Here we 
present an overview of the setup and method based on measurement of 
fundamental properties of the system in high frequency region.  
 
Hyperthermia implies elevation of tissue or body temperature above 
physiological limit [1]. Natural response of the body to infection, fever, 
serves as a defensive mechanism which hinders multiplication of viruses 
and bacteria. As is, the heat was recognized as powerful tool against illness 
centuries ago. Nowadays, local or total hyperthermia is regularly used in 
tumour therapy. Means of achieving hyperthermia differ widely - from hot 
baths and saunas to ultrasound, radiofrequency and microwave heating [1–
3]. Conversion of externally applied field energy to heat often relies on 
tissue absorption, e.g., through generation of eddy currents in 
radiofrequency therapy. This approach, while common, has problems with 
nonspecific heating of the healthy tissue around tumour. Implants can help, 
either by focusing field in specified region, like antennas, or by acting 
directly as local heaters. Using implants raises overall efficacy of the 
method, but is often surgically demanding. Additionally, discrete 
distribution of implants gives rise to large temperature gradients inside the 
tissue [4]. 
Nanoparticles are regarded as promising replacement for bulky implants. 
They are easy to administer directly to tumour tissue by syringe, and can 
be localized at the targeted site only [4-7]. Homogenous distribution of 
nanoparticles is still something to desire for, so the temperature gradients 
have to be taken into account.  
Magnetic hyperthermia relies on a fact that magnetic nanoparticles when 
subjected to AC magnetic field emit heat [1,2]. The underlying mechanism 
of this energy conversion depends on structural and magnetic properties 
of the nanoparticles [8–11]. Presently, the majority of papers are focused 
on iron oxide nanoparticles smaller than 30 nm - iron oxide because it's 
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approved material for medical uses, and nanoparticles in the range from 15 
to 30 nm because they are most efficient as heat generators [1,12–14]. This 
type of nanoparticles dominantly heat by relaxation mechanism, either 
because of thermally induced jumps of particles’ magnetic moment and, if 
the particles are suspended in liquid, because of random rotation of 
particles due to collision with molecules of the medium. Both of these 
mechanisms can be understood as some kind of "friction" which cause lag 
of the magnetization behind magnetic field and appearance of hysteresis 
[15,16]. 
Heating efficiency of magnetic nanoparticle is commonly measured by 
calorimetric type of setup [2,8,17]. Nanoparticle suspension is subjected to 
AC magnetic field (frequency ~ 100 kHz, field amplitude ~ 10 mT) and 
temperature of the suspension is measured (Figure1, left). Heating power 
is proportional to the slope of the temperature curve, 𝑃 ∝ 𝑑𝑇 𝑑𝑡⁄  (Figure 1, 
right). [1,8,18] 
 

    
Figure 1. Left: Schematic representation of hyperthermia setup; Right: 
Sample temperature time dependence and maximum slope 
 
Additionally, heating power can be deduced from magnetic measurements 
[19–21]. Any losses in the material subjected to cycling field cause 
appearance of open M(H) loops, i.e. hysteresis (Figure 2) [22–24]. Area of 
the loop is equal to the work done by the AC field during one cycle. Total 
power loss can be then calculated as 𝑃 = 𝑓 ∮𝑀𝑑𝐻, where f represents 
magnetic field frequency [15,25].  
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Figure 2. Dynamic hysteresis loop 

 
Schematic presentation of the dynamic hysteresis measurement setup is 
shown in Figure 3. For the purpose of the experiment, AC magnetic fields 
with the frequency in the 100 kHz range and with field amplitude of several 
tens of mT are required. In order to create such fields, high frequency 
currents exceeding 100 A should be pumped through a field generating coil. 
Common way of achieving this is by using some kind of resonant circuit. In 
our lab-made magnetometer we are using parallel LC circuit. At the 
resonant frequency it behaves as current amplifier, so a relatively low 
current from linear amplifier maintains large current oscillating between 
capacitor and coil. Different resonant frequencies are achieved using 
different values of capacitance.  
Detection of the magnetic sample response to external AC field is based on 
the law of induction. Sample is mounted inside the detection coil and any 
change of sample’s magnetization induces voltage in the detection coil. The 
detection coil has a configuration of the first order gradiometer [26,27]. Is 
consists of two equal spaced coils connected in series but wound in 
opposite direction. External field induces opposite currents inside the two 
coils which cancel each other. On the other hand, sample mounted inside 
one of the coils induces measurable signal only in that coil. An additional 
coil is used to measure field change (Figure 3). This allows us to reconstruct 
time dependence of magnetization and external field, and consequently 
dependence of magnetization on field, M(H).  
Signal acquisition is done by digital oscilloscope. Acquired response of the 
sample for two different field amplitudes can be seen in Figure 4. Saw tooth 
shape points to presence of higher harmonics when larger fields are 
applied. In the reconstructed hysteresis higher harmonics will be 
recognized as bending of the curve toward saturation.  
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Figure 3. Block diagram of the dynamic hysteresis magnetometer 
 

 
Figure 4. Raw signal from the detection coil for low amplitude – left and 
high amplitude – right 
 
Numeric integration of signals gives us the M(t) and H(t) dependence. By 
elimination of t we finally acquire M(H). Example of the hysteresis curves 
measured in different fields can be seen in Figure 5. Heating power of the 
sample is proportional to the area of the loop, and, as expected, grows the 
bigger the amplitude used. 
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Figure 5. Dynamic hysteresis loops measured for different amplitudes at 
215 kHz 
 
Further analysis of the heating power behaviour with frequency and 
amplitude can reveal the mechanism behind heat generation [9,28]. On the 
other hand, higher harmonics appearing in the raw signal can be used to 
estimate temperature of the particles [29]. 
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Abstract: Different types of functionalities can be attributed to Fe-

RE and Fe-RE-B systems with RE=Gd, Dy and Sm. Local spin configurations, 
magnetic behavior and magneto-functionalities have been studied in such 
systems prepared as thin films and ribbons. Morpho-structural and 
magnetic characterization have been performed by various techniques and 
the magnetic specificities have been correlated with local structure around 
Fe atoms investigated by 57Fe Conversion Electron Mossbauer 
Spectroscopy. Concentration dependent magneto-optical behavior has 
been observed in Fe-Gd films. Direct or reversed MOKE loops were 
evidenced crossing the magnetization compensation point due mainly to 
the negligible rotational effect of Gd as compared to Fe. The magnetic 
anisotropy and the magnitude of the Fe magnetic moment depend strongly 
on the RE content, in different fashions for films and ribbons. Magneto-
strictive effects were investigated in ribbons, in direct correlation with the 
atomic local structure and spin reorientation investigated by transmission 
Mössbauer spectroscopy at different temperatures.  

 
Introduction 
The distribution of the magnetic interaction strength specific to 

amorphous magnetic materials inspired many studies related to the 
magnetic, magneto-optical and magneto-transport properties of 
amorphous RE-TM alloys [1-3], with RE=Rare Earth and TM=Transition 
Metal elements. Structural disorder influences a variety of magnetic related 
functionalities, making these materials suitable for applications in 
magneto-optical recording [4], spintronics [5-6] and for magnetization 
switching without an external applied magnetic field [7-10].  
 Different local configurations lead to the occurrence of random 
crystal fields that modify the magnitude of the RE and TM magnetic 
moments. If the RE ion has non-zero orbital angular momentum, the 
orientation of the RE magnetic moments will be modified in addition to its 
magnitude. Thus, a random orientation of RE atomic magnetic moments is 
expected if their orbital angular momentum is non-zero, as a result of local 
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disorder. Structural disorder of amorphous materials generates three 
important effects: (i) an additional attenuation of the exchange integrals, 
(ii) a distribution of the exchange integrals linked to their interatomic 
distance dependence and (iii) a sign variation of the exchange integrals 
specific to their oscillatory character in intermetallic systems. These effects 
produce features specific to amorphous magnetic materials like 
percolation phenomena and spin frustration. 
 The magnetic properties depend strongly on the strength of the 
crystalline field acting on the TM and RE atoms. The crystalline fields are 
responsible for the magneto-crystalline anisotropy in the case of crystalline 
materials. Harris, Plische and Zukermann proposed that for amorphous RE 
elements with non-zero orbital angular momentum, the crystalline fields 
are uni-axial, with easy axis varying from atom to atom in the case of total 
disorder [11]. The local anisotropy originates in the interaction of the non-
spherical charge distribution of “f” electrons with the electric field 
produced by neighboring ions. RE ions with non-zero orbital angular 
momentum are anisotropic, whereas those with null orbital angular 
momentum are isotropic. The magnetic behavior (for a single magnetic 
lattice) can be theoretically analyzed using the Harris – Plische – 
Zuckermann Hamiltonian, completed with a term corresponding to the 
coherent anisotropy [12]: 

𝐻 = − ∑ 𝐼𝑖,𝑗𝐽𝑖⃗⃗  𝐽𝑗⃗⃗ 𝑖,𝑗 − 𝐷 ∑ (𝑛𝑖⃗⃗  ⃗  ∙ 𝐽𝑖⃗⃗ )
2
− 𝐷𝑖𝑛𝑑 ∑ (𝑛 ∙ 𝐽𝑖⃗⃗ )

2
− 𝑔𝜇𝐵𝐻 ∑ 𝐽𝑖⃗⃗ 𝑖𝑖𝑖  , 

where the first term represents the exchange interactions, the second term 
corresponds to the local random anisotropy, the third term counts for the 
coherent anisotropy and the last one is the Zeeman energy. The coherent 
anisotropy is due to the tensile stresses that occur during the preparation 
process of amorphous ferromagnets. 
 Non-collinear spin structures are highlighted in the case of rare 
earth compounds due mainly to the competition between exchange 
interaction and magnetic anisotropy. The structural disorder specific to 
amorphous materials leads to the formation of particular spin 
configurations, classified for the first time by Coey [13-14]. A probability 
for a spin to form a ψ angle with a given direction was defined. In the case 
of a single magnetic lattice, the spin configuration can be either 
ferromagnetic or speromagnetic/asperomagnetic (transforming in 
random configurations, in particular cases). If the exchange interaction is 
much stronger than the ionic anisotropy, the magnetic moments will be 
coupled on a significant correlation length. Thus, the ferromagnetic 
coupling will be favored. If the ionic anisotropy is much greater than the 
exchange interaction, the spin correlation will disappear, the atomic spins 
being oriented along their easy axis of magnetization which varies from site 
to site. Hence, an overall random spin orientation is advantaged. If the 
exchange interaction competes with the ionic anisotropy, the correlation 



60 
 

length is enhanced with respect to the previous situation and a 
sperimagnetic/asperomagnetic configuration will form.       
 In the case of two magnetic lattices, A and B (with A=RE and B=TM), 
the magnetic Hamiltonian reads: 

𝐻 = −
1

2
 ∑𝐼𝛼,𝛽𝐽𝛼⃗⃗  ⃗

𝛼,𝛽

𝐽𝛽⃗⃗  ⃗ − ∑ 𝐼𝛼,𝛼′𝐽𝛼⃗⃗  ⃗

𝛼>𝛼′

𝐽𝛼′⃗⃗⃗⃗  ⃗ − ∑ 𝐼𝛽,𝛽′𝐽𝛽⃗⃗  ⃗

𝛽>𝛽′

𝐽𝛽′⃗⃗⃗⃗  ⃗ −  ∑𝐷𝛼(𝑛⃗ 𝛼𝐽 𝛼)
2

𝛼

− ∑𝐷𝛽(𝑛⃗ 𝛽𝐽 𝛽)
2

𝛽

 

where the first term refers to the A-B coupling, the second and the third 
term represent the A-A and B-B coupling, whereas the fourth and fifth term 
are related to the random anisotropy of the A and B sub-lattices, 
respectively (the coherent anisotropy and the Zeeman term were 
neglected). A RE-TM alloy exhibits two possible spin configurations: if the 
RE belongs to the light RE category (RE with less than half-filled f orbitals), 
the total local moment of RE atoms couples ferromagneticaly to the TM 
local moments (The exchange integral, Iαβ, is positive). If the RE belongs to 
the heavy RE category (RE with more than half-filled f orbitals), the total 
local moment of RE atoms couples antiferromagneticaly to the TM local 
moments (The exchange integral, Iαβ, is negative) [15]. An essential large 
local anisotropy could come only for the RE lattice (in case of anisotropic 
RE elements), the contribution of the TM sublattice (B), being negligible. 

According to the interactions appearing in the Hamiltonian above, 
if the local anisotropy is small compared to the strength of the exchange 
interactions, the coupling between the two lattices can be either 
ferromagnetic or ferimagnetic/antiferromagnetic, depending on the sign of 
the exchange integral, Iαβ. If the strength of the local anisotropy of the RE 
(A) magnetic lattice is comparable to the exchange interaction, the angular 
distribution of magnetic moments belonging to the A lattice will be 
anisotropic, whereas the B lattice will lose its ferromagnetic character. The 
speromagnetic/asperomagnetic configuration is favored in different forms, 
depending on the sign of the exchange integral (Iαβ) and on the ratio 
between the exchange interaction and the local anisotropy.  
 Expressions for the angular orientations of the RE and TM spins 
relative to the direction of the applied field, in the molecular field 
approximation, were derived in ref. [16]. It was proved that in the case of a 
very low random anisotropy of the RE atoms, a ferro- or ferrimagnetic 
coupling occurs. In the opposite case, the RE spins are disposed in a cone 
along the applied field and show a linear dependence on it.  

Generally, the random anisotropy of TM elements is negligible (as 
a result of orbital angular momentum quenching), whereas the RE-RE 
exchange interactions is weak due to the significant distance between RE 
ions in conditions of a small RE concentration in this type of alloys. A 
particular case is the one of Gd atoms, given their null orbital angular 



61 
 

momentum. They do not present random magnetic anisotropy and show a 
simple antiferromagnetic coupling with TM magnetic moments. 
Consequently, the anti-ferromagnetic alignment of TM and Gd magnetic 
moments introduces the possibility to establish a certain concentration for 
which the magnetization values corresponding to each sub-lattice would be 
almost equal. 

One important feature of electron beam co-evaporated Fe-Gd thin 
films is the perpendicular easy axis of anisotropy causing a perpendicular 
to plane magnetization. This observation enabled their implementation in 
“bubble devices” [17-18]. Furthermore, it was observed that for this type of 
films, the preparation method could increase the saturation magnetization 
by an order of magnitude in the case of evaporated films with respect to 
their sputtered counterparts, but in both cases the same tendency of 
saturation magnetization decreasing until reaching a minimum at the 
compensation concentration, followed by an increase in saturation 
magnetization with increasing concentration is valid [3]. Also, the 
possibility to tune the perpendicular anisotropy by means of composition 
and temperature was reported in Gd-Fe-Co thin films with 50 nm thickness. 
Thus, the low Gd concentration range between 20 % and 34 % was found 
to exhibit perpendicular magnetic anisotropy and local ion anisotropy was 
proposed to explain its origin in this type of alloys [19]. 
  Magnetic configurations and magnetic interactions in RE-TM 
systems, with or without an additional Boron content, prepared as both 
thin films and ribbons were previously studied using Mössbauer 
spectroscopy and magnetometry techniques. The effect of adding B is to 
ascertain the amorphous state of the systems [20-22]. Considering Fe-Gd-
B, the data showed different local electron configuration of Fe: for a Gd 
concentration lower than 20%, the hyperfine field decreases with 
increasing Gd concentration in the ribbons case, whereas it has similar 
values in the film case at Gd concentrations lower than 8%. The overall 
magnetic moments in Fe-Gd-B ribbons do not prefer a certain orientation, 
whereas in the case of films the magnetization lies in the film plane at Gd 
concentrations lower than 8 % and it prefers the out of plane direction at 
concentrations higher than 8 %. Despite being known that light rare earth 
elements couple ferromagneticaly with transition metal elements, 
magnetic data in ref. [23] demonstrated that in Fe-Sm-B films with Sm 
concentration less than 30 %, contrary to ribbons and Fe-Sm films, the 
magnetic moments of Fe and Sm are antiferromagneticaly coupled.   

The present work is intended to present disordered magnetism 
related features in isotropic and anistropic RE-TM systems prepared as 
thin films and ribbons. In the ribbons case, the preparation technique 
allows adding B in the sample composition. Adding B in the ribbons 
composition is a prerequisite for obtaining non-collinear spin structures by 
ensuring the amorphous character of the samples. In this respect, we 
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propose for investigations Fe-Gd and Fe-Dy thin films systems and an Fe-
Dy-B ribbons system. A good understanding of the magnetic behavior of the 
system requires extracting information about one of the two magnetic 
lattices. Mӧssbauer spectroscopy can be used in this respect due to its 
isotope specific nature. In the following examples, Mӧssbauer spectroscopy 
results provide information about local atomic structure, magnetic 
configurations and magnetic interactions at the TM (particularly Fe) site.  

 
Experimental details 
The Fe-Gd and Fe-Dy thin films were prepared by magnetron 

sputtering on Si substrate in Ar atmosphere (11.1 mbar) after reaching a 
main vacuum of 5*10-9 mbar. The substrates were washed in acetone and 
ethyl alcohol, but the endemic Si oxide layer was not removed. The iron 
concentration in the two systems was varied by sputtering from two 
different targets: a high purity Fe target of 5 cm diameter partially covered 
with small plackets of metallic Fe enriched in the 57Fe isotope and with 
eight Gd/Dy plackets of about 0.35 cm2 surface and an additional Fe target. 
The deposition parameters of the Fe-Gd and Fe-Dy films are listed in table 
1. The sample code indicates the Fe concentration found in each sample. 
The composition was obtained via Scanning Electron Microscopy coupled 
with Energy Dispersive Spectroscopy (data not shown here).  

 
Sample code Deposition parameters (deposition power, discharge type, deposition time) 

Fe74 Si/ Fe +57 Fe + Gd( 100W, RF, 16’) – Au (100W, RF, 16’) 

Fe79 Si/ Fe (25W, DC, 24’) - Fe +57 Fe + Gd (100W, RF, 24’) 

Fe90 Si/ Fe (25W, DC, 15’) - Fe +57 Fe + Gd( 100W, RF, 15’) 

Fe83 Si/Fe-Dy (100 W, RF, 15’) - Fe (100 W, DC, 15’) / Ag (50 W, 2’ 30’’) 

Fe91 Si/Fe-Dy (65W, RF, 17’30’’)-Fe (140W, DC, 17’30’’)/Ag(50W, 2’30’’) 

Table 1. Sample codes and deposition parameters for the Fe-Gd and 
Fe-Dy films  

 
The Fe-Dy-B ribbons system was prepared by pre-melting in 

induction furnace followed by melt spinning. The preparation parameters 
are shown in Table 2. 

 
Atomic 
composition  

Crucible 
diameter  (mm) 

Overpressure Ar 
(MPa) 

Rotational speed of 
the Cu wheel 
(rpm) 

Working 
pressure 
(Atm) 

Fe66.4Dy13.6B20 0.5 0.07 2000 0.9 

Fe72.8Dy7.2B20 0.5 0.07 2000 0.9 

 Table 2. Atomic composition and preparation parameters of the Fe-
Dy-B ribbons 
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 Except these samples, complex magnetic investigations have been 
done on films involving other RE ions, as for example Sm. Conversion 
Electron Mössbauer Spectropscopy (CEMS) was used in order to study local 
structure, magnetic configurations and magnetic interactions of the Fe-RE 
films. The measurements were performed at room temperature with the 
gamma radiation perpendicular to the sample plane, the sample being 
placed in a home-made gas flow proportional counter. A 57Co source (Rh 
matrix) of about 35 mCi activity and a spectrometer working with 
sinusoidal waveform was used. Transmission Mossbauer Spectroscopy 
(TMS) was implemented to investigate the magnetic configurations in Fe-
RE-B ribbons. A conventional Mössbauer spectrometer with a 57Co (Rh 
matrix) source mounted on a drive unit working under the constant 
acceleration mode was used. The NORMOS computer program [24] was 
used for the least-squares fitting of the Mössbauer spectra.  
 Magnetometry measurements of the Fe-Gd and Fe-Dy films were 
performed on a SQUID (Superconducting Quantum Interference Device) 
magnetometer at room temperature (RT) in parallel geometry (the 
magnetic field was applied parallel to the sample plane). 
  
 Results and discussions 
 CEM spectra of Fe74 and Fe79 films and their corresponding 
hyperfine field distributions are presented in figure 1. The spectra were 
fitted with a hyperfine field distribution specific to amorphous phases (the 
amorphous character of the samples was also revealed by X-ray diffraction, 
but the results are not presented here). The quadrupole splitting was 
considered zero. The magnetic splitting increases, whereas the spectral 
linewidth becomes narrower with increasing Fe concentration. Thus, the 
observation of six distinct spectral lines is possible only for Fe79. The 
isomer shift values indicate the formation of amorphous phases for the two 
samples. The orientation of the hyperfine field with respect to the direction 
of γ radiation was estimated via the intensity ratio R. The R ratio is 

expressed with the following formula: 𝑅 =
𝐼2

𝐼1
=

4𝑠𝑖𝑛2𝛽

3(1+𝑐𝑜𝑠2𝛽)
, where I2 and I1 

are the intensities of spectral lines 2 and 1, and β is the angle between the 
direction of the hyperfine field and the direction of γ rays [25]. R shows an 
in-plane orientation of the mean magnetic moment of Fe in the case of Fe79 
film and a perpendicular to plane component in the case of Fe74. An 
unexpected observation is the significant drop of the mean hyperfine field 
value registered for Fe74 sample (6.8 T) with respect to the value obtained 
in the case of Fe79 sample (17.5 T), given the small Fe concentration 
difference between them. This remark can be attributed either to an 
electron reconfiguration at the Fe site occurred due to an increased number 
of Gd neighbours in the case of Fe79 as compared to Fe74, or to the 
activation of magnetic relaxation processes for the Fe lattice, leading to the 
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reduction of the magnetic moment, and hence to a lower hyperfine field 
value. Ab-initio simulations (results not presented here) on crystalline 
counterpart systems of similar concentrations revealed not important 
variations of the magnetic moment with changing Fe concentration. Hence, 
the observed hyperfine field reduction should be attributed to the activated 
magnetization relaxation processes. 
 

 
Figure 1. CEM spectra collected at room temperature of Fe74 (a) and Fe79 

(b) films 
  

Figure 2 presents CEM spectra of Fe83 and Fe91 films. The best fit 
of Fe83 spectrum was obtained considering a narrowed hyperfine field 
distribution centered in 1.2 T and a low value (close to 0) for R, indicating 
a perpendicular to plane orientation of Fe spins. An unique amorphous 
phase with a reduced magnetic moment of Fe was highlighted for this 
sample, the magnetic moment being much lower than in case of metallic Fe. 
The Fe91 spectrum was fitted with a crystalline sextet of narrow linewidths 
corresponding to Fe-bcc phase and with a second sexted with broader lines 
associated to locally disordered Fe positions with Dy neighbors, according 
to XRD data (not shown here). The relative intensities of the sextet lines 2 
and 1 in both sextets prove also a strong perpendicular to plane component 
of the Fe spins.  
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 Figure 2. CEM spectra collected at room temperature of Fe91 (a) 

and Fe83 (b) films  
 

 
Figure 3. Mean hyperfine magnetic field (a) and R ratio (b) vs. RE content 

in Fe-Sm-B and Fe-Gd films collected at 300 K 
  

The mean hyperfine field and R ratio dependences vs RE content, 
as derived from CEMS on Fe-Sm-B and Fe-Gd films of different 
compositions are illustrated in figure 3. The mean hyperfine field is 
constant for RE concentrations lower than 0.1 and decreases rapidly for RE 
concentrations higher than 0.1. A rapid decrease is also observed for R 
values corresponding to Sm-based films at concentrations higher than 0.05 
as a sign of the spins rotation towards a more perpendicular to plane 
direction.   

Room temperature hysteresis loops of Fe74 (in 250 Oe applied 
field) and of Fe79 (in 60 Oe applied field) collected on the SQUID 
magnetometer in parallel geometry (magnetic field applied along the film 
plane) are shown in figure 4. The hysteresis loop of Fe74 shows soft-
magnetic features. Moreover, it is easily closed, suggesting the formation of 



66 
 

magnetic domains in this sample. Oppositely, the hysteresis loop of Fe79 
prove the existence of two magnetic phases with different coercive field 
values, each one of them having a correspondent magnetic phase. It was 
previously concluded that in RE – TM amorphous compounds an exchange 
coupling between a ferrimagnetic region (with low net magnetic moment) 
and a “so-called” ferromagnetic region (with a significant magnetic 
moment) exists [25]. It is assumed that the regions with different 
concentrations are of nanometric size and are placed in contact. The two 
magnetic phases observed in the hysteresis loop may be attributed to the 
two exchange coupled phases presenting different magnetism.  

 

 
Figure 4. RT hysteresis loops collected on SQUID magnetometer in parallel 

geometry for Fe74 (a) and Fe79 (b) films 
  

Figure 5 presents the saturation magnetization values vs. Fe 
content in Fe-Gd films. In the case of ferrimagnetic structures, a minimum 
net magnetization is expected for concentrations in the vicinity of the 
compensation point. Among the concentration values considered, the 
minimum magnetization saturation value was obtained for 85 % Fe, which 
can be considered as the closest concentration to the compensation point 
at RT. 

 

 
Figure 5. Saturation magnetization vs. Fe content in Fe-Gd thin films at 

300 K 
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Magnetic hysteresis loops of Fe83 and Fe91 films in perpendicular 

geometry can be seen in figure 6. In both cases there are evidences for the 
presence of two coupled magnetic phases leading to both the 
multicomponent nature and different shifts of the overall hysteresis loop. 
The averaged coercive field of Fe91 of approximately 200 Oe is four times 
higher than that of Fe81. Both samples are hardly to be saturated in a 
direction perpendicular to the film plane, indicating non-collinearity of the 
spin structure. The shifts of the hysteresis loops along the magnetic field 
axis (negative, for Fe83 and positive for Fe91 film, respectively) field 
observed for the two samples is a hint for exchange-bias phenomena. 
 

 
 Figure 6. Magnetic hysteresis loops of Fe83 (a) and Fe91 (b) films, 

collected in perpendicular geometry, at room temperature  
 

It is to be assumed that Fe-Dy films present, as well as Fe-Gd 
counterparts, an exchange coupling between “ferrimagnetic regions” with 
a concentration close to the compensation point and “ferromagnetic 
regions” with a concentration much different than the compensation point. 
The magnetic moments corresponding to atoms of the same type present 
parallel coupling. The regions with concentrations different than the 
compensation point are represented by Dy related magnetic moments and 
Fe related magnetic moments in the case of Fe83 and Fe91 films, 
respectively (e.g. the effective magnetic moment per formula unit of those 
phase with compositions different from the compensation point are due to 
either Dy or Fe magnetic moments). This affirmation is supported by CEM 
spectra (figure 2) presenting a reduced hyperfine field in the case of Fe83 
and a hyperfine field close to that of α-Fe in the case of Fe91.  

Decreasing Fe concentration from one side to the other of the 
compensation point produces different magneto-optical Kerr effects as can 
be seen in figure 7, where the MOKE loops of Fe79 and Fe90 films are 
represented. Relative higher coercive field is obtained for Fe90 (e.g. of 
55(5) Oe) and the absence of magnetic anisotropy is observed. The coercive 
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field is well reduced in sample Fe79 (10(2) Oe), revealing a soft-magnetic 
character, at Fe concentration lower than the compensation point. 
 

 
Figure 7. Magneto-optical Kerr effect loops of Fe79 (a) and Fe90 (b) films 

  
Diminished MOKE effects are registered also with decreasing Fe 

concentration due to the fact that Gd, being an isotropic ion, with null 
orbital angular momentum and hence with null spin-orbit coupling, does 
not contribute to MOKE signal. A direct consequence of the null spin-orbit 
coupling of Gd is the MOKE loop reversal at Fe concentrations lower than 
the compensation point. It is the case of Fe79 film, where the MOKE signal 
is negative at positive applied fields and positive at negative applied fields. 
Changing MOKE signal sign appears as the Fe lattice (the minor lattice in 
the compound and the lattice creating magneto-optical effect) is oriented 
in the opposite direction of the applied field at both positive and negative 
values. 
 In order to investigate the influence of size effects and of the 
preparation method on the atomic structure and spin configuration of RE-
TM systems, Mössbauer spectroscopy measurements of Fe-Dy-B and Fe-
Sm-B ribbons were realized. Moreover, the ribbons preparation method 
allows the increase of B concentration in a higher amount than in the case 
of films. The TM spectra of Fe72.8Dy7.2B20 and Fe66.4Dy13.6B20 ribbons 
collected at 80 K and 300 K can be seen in figure 9.  
 

 
Figure 9. TM spectra collected at 80 K (a) and 300 K (b) of Fe72.8Dy7.2B20 

(A) and Fe66.4Dy13.6B20 (B) ribbons 
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 The best fit of the spectra was obtained via hyperfine magnetic field 
distributions. The spectral lines are more overlapped at 300 K, but can be 
well observed separately at 80 K. The width of spectral lines indicates 
clearly the formation of the desired amorphous phases in the case of both 
samples. The hyperfine field of Fe in this alloys is slightly higher than half 
of the metallic Fe hyperfine field. This reduction can be attributed to the 
polarization of s electrons of Fe by its magnetic moment or by the 
neighboring RE magnetic moments (e.g. in case of Dy, of opposite 
orientation as compared to Fe). The hyperfine field reduction is consistent 
with the existence of non-collinear spin structures. The hyperfine field 
values and the R ratio are represented in figures 10 and 11 for Fe-Sm-B, Fe-
Dy-B and Fe-Gd-B ribbons, respectively.  
 

 
Figure 10. Mean hyperfine magnetic field (a) and R ratio (b) vs. RE content 
in Fe-Sm-B and Fe-Dy-B ribbons from Mössbauer spectra collected at 300 

K and 80 K.  
 

 A decrease of the hyperfine field with increasing RE concentration 
is registered independent of temperature and of RE element, proving 
unexpectedly a same type of antiferromagnetic coupling between Fe and 
RE elements, in spite of fact that Sm is a light RE and Dy a havy one. The 
variations of R at increased RE concentrations are much smaller in case of 
Sm as compared to the case of Dy. However, in both cases there is a sensible 
variation of R between the two considered temperatures (300 K and 8 0K), 
proving the presence of magnetostrictive effects in both systems. In 
general, the spins tend to orient more in the out of plane direction as the 
temperature is increased, but the variation of R parameter is more 
accentuated in the case of the lowest RE content. A temperature increase of 
the ribbons that leads to their dilatation can be assimilated with applying 
an elongation stress (causing the same dilatation effect). The reorientation 
of the spins in the ribbons plane with changing temperature is equivalent 
with a spin reorientation under the sample dilatation or compression as 
effect of an axial applied stress. Based on this assumption, an estimation of 
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the magnetostrictive effect can be realized via Mossbauer measurements at 
different temperatures.  
 
 Conclusions  
 Particular magnetic characteristics were observed for RE-Fe and 
RE-Fe-B thin films and ribbons, induced by size effects and by the 
preparation method. Unusual spin configurations were observed in 
systems presenting random magnetic anisotropy. The existence of 
amorphous phases is necessary for the appearance of random magnetic 
anisotropy with the amorphous phases supported by appropriate B 
inclusions.  
 The coupling of Gd with Fe is a simple antiferromagnetic one, 
whereas the coupling of anisotropic RE elements (Dy and Sm) with Fe has 
been proven to be of sperimagnetic type in thin films, in spite of the fact 
that Sm and Dy are light and heavy RE elements, respectively.  The simple 
antiferromagnetic coupling of Fe and Gd leads to the idea of magnetization 
compensation at a certain concentration which can be easy estimated if the 
magnetic moments of the elements is known. For the sperimagnetic 
systems with antiferromagnetic coupling of Fe and RE, it is also possible to 
define a compensation concentration, possible to be calculated only if the 
angular aperture of the cones in which the Fe and Dy magnetic moments 
are distributed is known. 
 The magnetic moment of  these type of alloys is very sensitive at 
concentration changes, especially in Fe-Gd and Fe-Dy thin films, a 
concentration range of maximum 10 % being identified to be responsible 
for a strong variation of the magnetic moment of Fe. 
 Fe-Dy-B and Fe-Sm-B ribbons with the same concentration ratio of 
Fe to RE as in the thin film counterpart were studied. The reduction of the 
hyperfine field with respect to metallic Fe is also evidenced in these system, 
but it should be noted that in the case of B containing alloys, the charge 
transfer at the overlapped “4s” and “3d” orbitals of Fe comes mainly from 
B atoms. A new methodology to investigate magnetostrictive aspects was 
developed in the particular case of Fe-Dy-B ribbons. Magnetostrictive 
aspects were studied by measuring spins rotation at varying temperatures 
via Mossbauer spectroscopy. Such effects were found to depend strongly 
on the RE content.  
  Taking into account the diverse functionalities of these systems 
(magneto-optical, magnetoresistive and magnetostrictive), RE-Fe systems 
with isotropic and anisotropic RE elements are of interest with respect to 
fundamental and applied studies, especially due to a high ability to control 
the involved magnetic spin structures. For a full characterization of spin 
structures in RE-Fe systems, the angular aperture and the orientation of the 
spins dispersion cone should be determined.        
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Abstract. NiFeGa alloys with Co and Al substitutions, prepared as 

melt-spun ribbons, subjected to thermal treatment, with sequential but 
close structural and magnetic phase transitions were obtained in order to 
study the superposed shape memory and magnetocaloric effects. X-ray 
diffraction, differential scanning calorimetry, magnetic characterizations 
and magnetocaloric effect evaluation have been performed in this respect. 
The results highlight the role of substitutions and thermal treatments on 
the shape memory and magnetocaloric effects. 

 
1.Introduction  
The functionality of ferromagnetic shape memory alloys (FSMA) is related 
to the simultaneous presence of structural thermo-elastic transition and 
the ferromagnetic one. The martensitic transformation (MT) and magnetic 
order-disorder transformations temperatures may be tailored by doping 
the alloys with other elements (to change the electronic concentration, e/a) 
or by suitable thermal treatments (to improve crystalinity) so that, alloys 
with concomitant or sequential structural and magnetic phase transition 
may be obtained. Recent studies [1, 2] have shown that the entropy change 
associated to the martensite transformation in FSMA increase as the 
temperature difference between Tc and TM decreases. As effect of coupling 
between the structural and magnetic transitions (magnetostructural 
coupling) a giant magnetocaloric effect (MCE) is expected, promoting these 
alloys as potential performing magnetic refrigerant materials. Also, 
transport properties depending on crystal structure and phase 
transformations may offer another possibility for practical use of FSMAs: 
actuators, displacement/force sensors, and motion dampers. MCE in Ni-Fe-
Ga alloys was also investigated  because ductility is an important issue in 
the application of FSMA as magnetocaloric materials.  

The magnetocaloric effect is an intrinsic property of some magnetic 
materials associated with the phonon and magnetic excitations. The MCE 
around room temperature is an environmentally friendly alternative to 
conventional refrigeration and the most significant effect occurs at 
temperatures near magnetic transitions, and strongly depends on the type 
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of transition being highest for first-order transitions [3], which motivated 
the quest for FSMA with identical –or close- magnetic and structural 
transformation temperatures. The martensitic phase in the ferromagnetic 
off-stoichiometric Heusler alloy Ni-Fe-Ga features structural twinning, with 
exceptional magnetoelastic properties which recommend it as a good 
candidate to replace the brittle Ni-Mn-Ga [4, 5, 6] in various applications. 

Numerous substitutions have been tested on Ni-Fe-Ga alloys in order 
to increase the Curie temperature (Tc), magneto-crystalline anisotropy or 
the mechanical properties. Morito et al. [7], found that the addition of Co in 
Ni-Fe-Ga increases the magnetocrystalline anisotropy energy and the Curie 
temperature, while the MT is around room temperature. These findings 
motivated our study of different substitutions possibly of fundamental but 
also applicative interest.   

In the present work we investigate the influence of Co and Al 
substitutions on the MT, magnetic properties and MCE characteristics of 
NiFeGa Heusler FSMA, in ribbons prepared by melt spinning method and 
subjected to different thermal treatments. X-ray, DSC, magnetocaloric 
characterizations have been performed. It is assumed that the thin melt-
spun ribbons assure a more efficient heat transfer, which is another 
motivation of our study. 

 
2.Experimental results 
We selected alloys with different nominal composition: 

Ni52Fe20Co2Ga26, Ni52Fe20Co2Ga23Al3, Ni52Fe20Co3Ga23Al2 and 
Ni52Fe20Ga23Al5, denoted: Co2, Co2Al3, Co3Al2 and respectively Al5,  in 
order to highlight the role of magnetostructural coupling. Ingots were 
prepared from high purity elements, by arc melting under argon protective 
atmosphere. Subsequently, they were inductively melted in quarts tubes 
under argon atmosphere and rapidly quenched by melt spinning technique 
(Buhler Melt Spinning Device). Ribbons of about 30 µm thickness and 2-
3mm width were obtained at a copper wheel velocity of 20m/s in 
conditions of 40 kPa Ar overpressure and nozzle diameter of crucible of 0.5 
mm. The “as quenched” melt spun ribbons (denoted as AQ) were 
subsequently subjected to thermal annealing at relatively Low 
Temperature (LT) at 400oC for 10 minutes and High Temperature (HT) for 
2minutes at 900 oC, in vacuum quartz ampoules followed by rapid cooling 
in ice water.  

The crystalline structure investigations were done by X-ray 
diffraction (XRD) using a Bruker D8 Advantage diffractometer in Bragg-
Brentano geometry with Cu Kα radiation, at room temperature (RT). The 
phase transformation temperatures and the MT enthalpy were determined 
by using a differential scanning calorimeter (DSC) model 204 F1 Phoenix 
(Netzsch), within a scanning rate of 20 K/min, under He protective 
atmosphere. Magnetic measurements below 350 K were performed with a 
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Quantum Design Superconducting Quantum Interference Device (SQUID) 
magnetometer working in RSO mode.  

 
3. Results and Discussions 

 
 3.1. Structural characterization   
  

The XRD pattern recorded at RT on Co2_AQ ribbons is highlighting 
the coexistence of the martensitic phase highlighted by modulated 
tetragonal structure with austenitic phase, characterized by the disordered 
B2 structure. The Co2Al3_AQ ribbons shows only peaks belonging to 
austenite B2 structure, suggesting the martensitic transformation below 
RT. Co2_LT sample show the reflections corresponding to the ordered L21 
cubic austenite-specific structure of Heusler alloys, while Co2Al3_LT 
remains austenitic with B2 structure. At RT the sample Co3Al2_AQ is in the 
martensitic state, and the main reflections may be indexed as a modulated 
7M type orthorhombic structure, after LT treatment Co3Al2 has the same 
layered martensitic structure (Fig.1a). Except the Al5 alloy (which retains 
a body-centered-cubic (b.c.c.) structure even on thermally treated samples 
– Fig.1b), HT heat treatment causes segregation of the secondary  phase 
with the face-centered-cubic (f.c.c.) structure. HT thermal treatment has 
also the effect of the decrease in MT temperatures. Therefore Co3Al2_ HT 
diffractogram performed at RT brings out coexistence of  phase with B2 
austenite.  
 

 
Fig.1 a) The XRD pattern recorded at RT of the Co3Al2 AQ, LT and HT 

thermally annealed ribbons. B) The same for the Al5 ribbons. 
 
It can be seen that the precipitation of the  phase is inherently 

found for Ni-Fe-Ga alloys with Ga27%at, because this composition is 
located in the + two phase zone. This phase is responsible for the 
improved ductility of Ni-Fe-Ga based alloys and is located mainly at the 
grain boundaries.  
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 3.2. Calorimetric data  
 

From the analysis of structural and DSC data (Fig.2) results that 
characteristic temperatures of martensitic transformation are strongly 
influenced by the substitutions. It is known that the valence electrons 
concentration (e/a) has a direct effect on the MT temperature, making it 
insightful to compare alloys in which the same e/a value is obtained by 
different substitutions. The general trend is to decrease martensitic 
transformation temperatures with decreasing the concentration of valence 
electrons. However, Co2 and Co2Al3 ribbons shows the same 7.76 value for 
e/a (Fig.2a), but a significant decrease of the MT temperatures occurs 
replacing 3 Ga atoms with Al. This is probably an atomic size effect.  

 

 
Fig.2 a) DSC data for AQ ribbons, and b) for Co2 thermally treated 

ribbons. 
 
 

The alloy Al5 has e/a=7.64 (see the Table1), so a MT would be at 
very low temperatures and therefore was not registered by DSC. As it 
shows Fig.2b, the calorimetric scans reveal that TTs induce changes of the 
transformation heat (associated with the DSC peak area) and a decrease of 
the MT temperatures. 
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Table 1. The martensitic transformation characteristic temperatures - 
martensite start (Ms) and finish (Mf), austenite start (As) and finish, (Af) 
from DSC, the average transformation heat Q (calculated as average 
between the direct and reverse transformation) and the Curie temperature 
Tc for studied samples AQ, LT and HT thermal treated ribbons. Magnetic 
entropy variation ΔS.  

Sample 
Ms (K) 

 
Mf (K) 

 
As (K) 

 
Af (K) 

 
Tc  
(K) 

Q  
(J/g)     

ΔS  
(J/KgK) in 4T    

Co2_AQ 308 277 296 326 360 3.6  

Co2_LT 282 252 268 287 370 2.6 -2.2 

Co2_HT 236 218 233 250 340 2.14  

Co2Al3_AQ 261 230 250 276 350 2.5 -1.6 

Co2Al3_LT 253 224 254 268 365 2.74 -0.86 

Co2Al3_HT 174 104 147 206 340 0.15  

Co3Al2_AQ 344 320 345 370 370 2.0 -1.9 

Co3Al2_LT 335 304 330 360 383 0.85  

Co3Al2_HT 162 98 154 191 365   

Al5_AQ    - - - - 295 - - 

 
 3.3 Magnetic properties and MCE evaluation 

 
The thermal hysteresis, specific for SMAS, shows in the thermo-

magnetic curves in the range of MT. The temperatures characteristic of MT: 
martensite start (Ms), martensite final (Mf) austenite start (As) and 
austenite finish (Af) temperature were evaluated by the tangential method 
as shown in Fig 3a. The difference of the hysteresis shapes proves 
differences in magnetization and magnetocrystalline anisotropy of samples 
with different substitutions (Fig.3a). With respect to the magnetic behavior 
of Co3Al2 AQ and TT ribbons, Fig.3b shows the temperature dependence of 
magnetization, recorded in low magnetic field. Comparatively to the AQ 
alloys, the Curie temperature for annealed at LT ribbons is slightly higher 
reflecting a higher atomic order and the relaxation of the quench-in strains 
induced by the processing route. HT annealed samples show the thermal 
hysteresis accompanying the MT is sifted to lower temperatures.  
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Fig.3 a) The Martensitic transformation reflected by the thermo-magnetic 
scans at low magnetic fields on AQ ribbons; b) the same for Co3Al2. 

 
It is to be noted that the HT thermal treatment does not produce a 

further increase of the magnetic ordering temperature (Tc). The 
precipitation of the secondary γ phase counterwork the effect of further 
structural refinement and lattice relaxation and depletes the matrix in 3d 
elements, inducing also a decrease of Tc. Also, is observed on HT annealed 
sample a residual magnetization for T>400oC, proving a higher Curie 
temperature of the γ secondary phase.  

By comparing DSC and thermo-magnetic results, the Co3Al2_AQ 
ribbons exhibit coupled magnetic and structural transitions. Also, Co2 
ribbons seems to have consecutive and close magnetic and structural 
transitions. Materials with concomitant structural and magnetic transitions 
are expected to have a large entropy variation and be attractive by an 
important magnetocaloric effect.  

In the following we will present the evaluation of the 
magnetocaloric effect on the discussed samples, less Al5 alloy not showing 
MT, in a range of temperature (<380K) that allowed full characterization of 
magnetic alloy with SQUID device.   
 In order to quantitatively characterize the MCE, an indirect 
technique to evaluate the Sm was used. According to Maxwell relation, 
Sm can be calculated by means of magnetic measurements: 
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Fig.4 a) Isofield magnetization curves at different magnetic fields of 
Co3Al2_AQ ribbons. b) Entropy variations versus temperature for 

Co3Al2_AQ and Co2Al3_AQ ribbons. 
 

The magnetization curves at different constant magnetic fields 
were used to evaluate the magnetocaloric effect of Co3Al2_AQ ribbons. 
Co3Al2_AQ ribbons seems to have, from thermos-magnetic measurements, 
a concomitant or sequential structural and magnetic phase transition. As 
shown in Fig. 4b, there are two peaks nearby in magnetic entropy 
variations versus temperature, so the transformations are very close, but 
we do not have a magneto-structural coupling. The change in entropy is 
higher in the MT area whereas the relative cooling power (RCP) (related to 
the peak area) is higher in Tc area (Fig.4b). For the structural 
transformation the AQ ribbons show S = -1.9 J/KgK. The entropy 
variations for Co3Al2_AQ throughout the MT is greater than value S = -1.6 
J/KgK corresponding of Co2Al3_AQ, and this can be explained by the fact 
that MT and Tc are closer. In Fig.5a is represented the temperature 
dependence of the magnetic entropy change for Co2Al3_LT, in different 
constant fields. Although the contribution of magnetic transition to entropy 
variation consists of direct magnetocaloric effect (S<0), a positive entropy 
change corresponding to the MT can be observed for applied magnetic field 
lower than 1 T. These non-conventional magnetocaloric effect is denoted 
as the inverse magnetocaloric effect (IMCE) and is highlighted in Fig.5b.  
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Fig.5a) Temperature dependence of the magnetic entropy change 

for Co2Al3_LT, in different constant fields. b) Inverse magnetic entropy 
change highlighted in small fields. 

 
Inverse magnetocaloric effect often occur near phase transitions as 

a result of the strong interaction between magnetism and other degrees of 
freedom. The explanation of it was related to the strong uniaxial 
magnetocrystalline anisotropy of the martensitic phase. If the composition 
is varied so that the MT temperature approaches Tc temperature, the 
anisotropy is diminishing with a corresponding decrease of the inverse 
contribution and conventional behaviour becomes dominant. The 
magnetocaloric properties proved to be optimal when both martensitic and 
ferromagnetic transitions appear close to each other [8].  
 

 
Fig.6 a) Temperature variation of magnetic entropy change and of 
magnetization measured in 200 Oe (with continuous line) on Co2Al3_LT. b) 
Magnetization curves at different constant temperatures (measured with 
5K temperature increment). Insert: enlarged view of the thermos-magnetic 
hysteresis and entropy variation versus temperature along the MT for 
Co2_HT ribbons.  
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For annealed Co2_LT sample, note the occurrence of two maximum 
magnetic contributions to entropy, the left one in the area of martensitic 
transformation and the second in the order-disorder magnetic transition 
temperature ranges (Fig.6a). And the Co2_LT sample has the change in 
entropy higher in the MT area, whereas the refrigerant capacity (related to 
the peak area) is higher in Tc area. We have obtained a value of 2.2 J/KgK 
for the entropy change in Co2 alloy, but estimate that by further tayloring 
the alloy compozition and using proper thermal treatments to tune the 
magnetic and structural transition temperatures closer (or even 
concomitent) this value may  be improved.  Magnetization isotherms in 1T 
maximum applied field (measured with 5K temperature increment) 
(Fig.6b) were used to evaluate the magnetocaloric effect of Co2_HT sample. 
Entropy variations versus temperature are shown in the inset of Figure 4b. 
In this case, the inverse magnetocaloric effect is also present in small 
magnetic fields. 

We obtained rather small values of the magnetic entropy variation 
(due to the small variation of the magnetization with the temperature and 
the fact that the transition is not abrupt, there are magnetic and orderly 
fluctuations at short distance and after Tc) and therefore the main 
relevance of our results remains at the fundamental level, highlighting  the 
importance of the magnetostructural coupling. 

 
  
4.Conclusions 
 

We have studied the effect of Co and Al substitutions on the 
magnetocaloric properties of NiFeGa ferromagnetic shape memory alloys. 
The alloys were prepared as melt-spun ribbons - an unconventional 
preparation route that also allows subsequent tuning of the stress release 
and crystallites growth by thermal treatment. 

Co2, Co2Al3 and Co3Al2 samples presented reversible thermo-elastic 
transformations.  As a general rule, the martensitic transformation 
temperatures and the enthalpies decrease with increasing the temperature 
of the thermal treatments (on the melt-spun ribbons).  

Al5 sample does not undergo MT. 
Importantly however, by tuning the alloys composition via 

substitutions, one can get close to a concomitant magnetic and structural 
transformation leading to an optimum magnetocaloric effect.  

The highest magnetic field induced entropy variation was found for 
the Co2_LT (Sm   2.2 J/KgK), being associated with the fact that the 
magnetic and structural transitions are in the closest vicinity.   

For Co2_HT and Co2Al3_LT with the MT temperature much lower 
than Tc, a positive entropy change corresponding to the MT can be 
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observed for applied magnetic field lower than 1 T, meaning an inverse 
magnetocaloric effect (IMCE). 
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Abstract: Interface states at the contact between the dielectric and 
semiconductor substrate substantially influence the characteristics of 
electron devices containing various metal-insulator-semiconductor (MIS) 
structures. Several methods of determination of the distribution of 
interface states through the bandgap are used in characterization of 
microelectronic devices. Downscaling of dielectric stacks required for 
novel technologies, introduces several effects causing the standard 
methods to be not enough efficient. 
Here we pay particular attention to the Terman method, reconsidering its 
foundations in the case where quantum charge in silicon near the interface 
with dielectric has to be taken into account.  
In this work we attempt to describe C-V characteristics of MIS structures 
using analytical expression containing parameters that can be empirically 
extracted from the measured C-V characteristics, and thus extract interface 
states density distributions excluding the effect of quantum charge. 
Successful application of the method has been demonstrated on various 
MIS structures.   
 
PACS: 73.20.−r, 73.40.Qv, 77.55.+f,  
 
1. Introduction 
Ultrathin dielectrics (of order of 10 nm or thinner) with outstanding 
dielectric properties are of particular importance for modern 
microelectronic devices, such as MOSFET, Dynamic Random Access 
Memories (DRAM) and charge trapping flash memories. Classically used 
silicon dioxide layers are nowadays replaced in majority of the applications 
by high permittivity (high-κ) dielectrics. Mixed and stacked layers are quite 
often used as optimized solutions for obtaining required properties of the 
stacked dielectric. For illustration, schematic presentation of charge 
trapping flash memory is shown in figure 1.  
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Figure 1. Schematic presentation of charge trapping flash memory. 

 
Charges of various origins affect substantially the properties of the 

structures containing such ultrathin dielectrics. These charges can be ones 
initially existing in the structures, both as imperfections of the composed 
structures (i.e. lattice mismatch between two subsequent layers) or as 
defects created by the fabrication process. Other charges can be creation 
during the use of the structures, mainly as a result of electrical stresses or 
radiation (stress generated).  

Particular attention is paid to the charges connected to the presence of 
localized energy states in the forbidden gap of the semiconductor substrate 
originating from defects in the dielectric close to the interface with the 
silicon substrate. They are named interface states and the charge captured 
on them usually known as interface charge. This charge varies with the 
applied voltage on the structure, thus resulting in some kind of instability. 
Therefore, the precise determination of the distribution of these states over 
the forbidden gap of the semiconductor (interface state density, Dit) is an 
important issue in the characterization of ultrathin dielectrics and devices 
including such films.  

In this work we study the issue of location and character of interface 
states in various heterostructures used in contemporary microelectronic 
devices which include nanosized dielectrics.  

 
2. Peculiarities of high permittivity dielectrics 
High-κ materials are considered as efficient replacement of classically used 
SiO2 in nanoelectronics. They have substantially higher value of relative 
permittivity (εr) then SiO2 (3.9), thus allowing obtaining required 
capacitances of metal-insulator-semiconductor structures in the devices 
with substantially higher physical thickness than in the case of SiO2 layers, 
thus limiting the leakage currents due to direct tunneling present in 
extremely thin SiO2 films (<4 nm). Between the high-κ materials are: HfO2, 
Ta2O5, Al2O3, ZrO2, Al2O3, La2O3 etc. Relative permittivity values for these 
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materials are dominantly between 10 and 30, while the bandgap values are 
higher than 4 eV and lower than 9 eV (the value for SiO2). These values 
reside between the upper limit for wide bandgap semiconductors (form 
2 eV to 4 eV) and that of the typical dielectric SiO2. TiO2 is also considered 
as high-κ Error! Reference source not found., even if its bandgap value is 
only 3.2 eV.  

While SiO2 exhibits rather low density of defect, due to its particular 
structure, high-κ dielectrics have substantially larger defect densities, 
leading to dominant defect related conduction mechanisms, mainly Poole-
Frenkel field enhanced thermal emission of electron from traps Error! 
Reference source not found..  

Another feature of high-κ dielectrics is the presence of an interfacial 
layer (typically between 1 nm and 4 nm thick) between it and the 
semiconductor substrate Error! Reference source not found.Error! 
Reference source not found.. Presence of such a layer substantially 
modifies the characteristics of the devices, as regard to the case of single 
dielectric layer. Dielectric stack high-κ/interfacial layer is to be considered 
instead of single dielectric layer. In the case of silicon substrate, an ultrathin 
SiO2 layer is formed. Leakage currents for metal-insulator-semiconductor 
structures can be determined using the model that we described in details 
in Error! Reference source not found.. It has been shown that interfacial 
layer plays important role in the determination of the properties Error! 
Reference source not found. of the stack, and optimization of the 
thicknesses ratios in the stack allows benefiting from the high effective 
dielectric permittivity simultaneously with low level of leakage currents.  

 
3. Modified Terman method for determination of Dit 
Several methods of determination of the distribution of interface states 
over the forbidden gap of the semiconductor have been developed and are 
in use for characterization of microelectronic devices Error! Reference 
source not found.Error! Reference source not found.Error! Reference 
source not found.. In Error! Reference source not found. we discussed 
the issue of their applicability in the case of nanosized high-κ dielectrics. 
Based on our results for structures containing hih-κ dielectric Error! 
Reference source not found., it was concluded that serial C-R 
measurement mode is more convenient for characterization of such 
structures than the dominantly used parallel one. Further refinement of the 
results is obtained using correction method for measured C-V and G-V 
curves at a given frequency (f) for the effect of leakage currents and serial 
resistance Error! Reference source not found..  

Terman method using single C-V curve has several advantages over the 
other methods considered for determination of the distribution of interface 
states. The main advantage is that the complicated effects of leakage 
currents on the characteristics at lower frequencies are avoided.  
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The main question arising in connection to the results obtained by this 
method is whether the results for nanosized dielectrics are equally correct 
as in the case of dielctrics with thicknesses > 10 nm. In this paper we 
discuss the issue of the effect of quantum charge in structures containing 
nanosized dielectrics. In addition, we attempt to clarify the known issue of 
the nature of exponential tails in the distribution towards the band edges. 
New results for nanosized dielectrics allow as reconsider this issue from a 
new viewpoint. Based on all results, discussion on the origin and location 
of interface charges is provided.  

When voltage is applied on the structure, bending of zones in 
semiconductor occurs, leading to the formation of a quantum well in 
semiconductor at the interface with the dielectric (figure 2). At positive 
gate electrons occupy states in the well, while at negative gate, holes. This 
results with presence of quantum charge (Qq) in the structure located in 
semiconductor substrate near the interface with the dielectric.  
 

 
Figure 2. Quantum charge for positive (a) and negative gate (b). 
 
As we shown in Error! Reference source not found., the voltage on 

the structure (gate voltage) in the presence of a quantum charge (Vg,q) is:  

q

ox

ox
gq

ox

ox
sfboxsfbqox,qg, Q

d
VQ

d
VVVVVVV


 , (1) 

where Vox,q is the voltage on the dielectric layer along with the voltge drop 
on the quantum charge region, Vfb is the flatband voltage, Vox is the voltage 
on the dielectric layer itself and Vs is the surface potential in the 
semiconductor substrate, dox is the dielectric layer thickness and εox is its 
permittivity. Vg is the voltage that will be obtained on the structure in the 
absence of quantum charge: 

 sfboxg VVVV  . (2) 

Surface potential is determined using following implicit relation Error! 
Reference source not found.: 
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where εs is the dielectric permittivity of the semiconductor substrate, p0 is 
the majority carrier density (holes in p-type), ni is the intrinsic carrier 
concentration in the semiconductor, k is the Botzmann constant, q is the 
electron charge, T is the absolute temperature and deq is the equivalent 
oxide thickness determined as: 

 S
C

d
ox

so
eq


 , (4) 

where S is the electrode area and Cox is the capacitance of the insulating 
layer itself.  

Energy position inside the semiconductor bandgap (E), corresponding 
to given Vs, is calculated as 

 











i

0
s ln

n

p
kTqVE . (5) 

As we found in Error! Reference source not found., for high-κ 
dielectrics with equivalent thicknesses as low or lower than 6 nm, for the 
quantum charge an expression of the following type can be used: 

 ox

eq

ox
qq V

d
kQ


 ,  (6) 

where kq is a proportionality factor having value close to 1.  
In the standard Terman method ideal C-V curve Error! Reference 

source not found. without taking into account quantum change (QC) is 
used as reference curve (Vg,id, figure 3, dotted line). Stretch-out of the 
measured (Vg, figure 3, solid line) compared to the ideal C-V curve (ΔVg) is 
further determined for each measurement point.  



87 
 

 
Figure 3. Curves used in Terman method. 

 
In the standard method, following expression is used for determination 

of interface state densities: 
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In our modified method, correction for the quantum charge is done 
using expression (1). Thus obtained C-V curve with QC is also shown in 
figure 3 (dashed line). Then, the interface state densities are determined as  
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Figure 4. Distributions of interface state densities obtained by 

standard and by modified Terman method over the silicon forbidden gap, 
between the top of the valence ban (Ev) and the bottom of the conduction 
band (Ec). 

 
In figure 4 an example is shown with results obtained by standard and 

modified Terman method for metal-insulator-silicon structures containing 
atomic layer deposited multilayered HfO2/Al2O3 stacks studied in Error! 
Reference source not found.. Standard method results in appearance of 
exponential tails towards the band edges. In the middle of the forbidden 
gap, the results obtained by these methods are comparable. Therefore, for 
usually used value of the interface state density at midgap, standard 
Terman method gives relatively correct value. However, for determination 
of total density (integrated Dit over the bandgap) and the precise shape of 
the distribution, modified method has to be considered. This issue will be 
discussed in the next section.  

 
3. Discussion on the origin of exponential tails in distribution 
obtained by standard Terman method 

Tails in the Dit distribution towards the band edges obtained by 
standard Terman method have been in many cases matter of debate. 
Although similar features are obtained while using the high-low frequency 
method Error! Reference source not found.Error! Reference source 
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not found., other more refined methods, such as: deep level transient 
spectroscopy (DLTS), three-level charge pumping and spectroscopic 
charge pumping, do not show such tails Error! Reference source not 
found.. Indeed, tails have been observed using electron spin resonance 
(ESR) Error! Reference source not found., but they are rather narrow 
compared to the tails obtained by standard Terman method. In some works 
the tails were attributed to the presence of continuum of states located near 
the band edges Error! Reference source not found.. Our results obtained 
using modified Terman method suggest that these tails are most probably 
due to the contribution of the quantum charge in the Fermi level difference 
across the metal-insulator-semiconductor structure, and hence on the 
value of the measured gate voltage. Namely, additional voltage drop on the 
quantum charge region gives a contribution proportional to the oxide 
voltage, as expressed by equation (6). Thus, the value of Dit obtained by 
standard method is higher than the real one by:  

 
s

ox
scit,

d

d
~

V

V
D . (9) 

 Electric field in the dielectric at the contact with the substrate is 
determined as Error! Reference source not found.: 
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Close to the ban edges, the expression (10) for Eox can be approximated 

as follows 
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Therefore, close the both band edges,   
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and hence 
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Based on above, it is expected in the semi-log plot Vs-ln(Dit) the values 
of the slopes of the tangents close to the band edges to be 2kT/q ≈ 50 mV at 
room temperature. In the semi-log plot E-ln(Dit) the values of the slopes of 
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the tangents close to the band edges will be about 50 meV. The value 
obtained from the figure 4 close to the top of the valence band of about 
55 meV is in accordance with the expected one. This is an additional proof 
that the tails are due to the quantum charge, rather than to real exponential 
distributions of interface states close to the band edges (continuum of 
states). 

 
3. Discussion on the nature and location of interface traps 
Observed maxima in Dit distribution obtained by modified Terman method 
(figure 4) are close to the values reported for peaks in EPR spectra of SiO2, 
0.32 eV and at 0.83 eV, which have been attributed to Pb defects at the SiO2-
Si interface Error! Reference source not found.. In the first works Pb 
defect at the Si(111)/SiO2 interface, was described as oriented silicon 
dangling bond pointing out of the silicon into the oxide Error! Reference 
source not found.Error! Reference source not found.. In Error! 
Reference source not found. two type of Pb defects have been identified: 
Pb1 (similar to Pb) and Pb0 (chemically different from to Pb). In theoretical 
studies three possible structures for Pb1 defects have been proposed: 
strained dimmer model, oxygen bridge model and asymmetrically oxidized 
dimmer model Error! Reference source not found.. Positions of each of 
the peaks for Pb1 and Pb0 are close to each other Error! Reference source 
not found., and hence their individual effects in the hardly identified. Thus, 
on the E-Dit curves only two separate peaks due to Pb defects are observed.  

We have obtained similar results for various dielectric stacks Error! 
Reference source not found.Error! Reference source not found. on 
silicon. Mainly two picks at around 0.3 eV and 0.9 eV above the top of the 
valence band are observed. The above finding indicates that the origin of 
interface states in various stacks is merely the same: Pb defects in SiO2 at 
the interface if the dielectric with the silicon substrate. The reason for this 
is that only defects close to the substrate can be charged and discharged at 
low voltages used in C-V measurements.  

 
Conclusions 
Modified Terman method using single high-frequency C-V curve 
accounting for the effect of the quantum charge allows precisely 
determining the distribution of the interface states over the entire 
forbidden energy gap of the semiconductor. Even if the structure of the 
dielectric stack can be rather complicated, it appears that the dominant 
contribution in the interface state density is that of the Pb defects located 
in the interfacial layer close to interface with semiconductor surface.  

Exponential tails appearing in the results obtained by the standard 
method appear to be an artifact of the method due to the neglecting of the 
effects of the quantum charge.  

.  
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This contribution will discuss special features exhibited by 
heterostructures realized on ferroelectric surfaces, when thin metal layers 
or carbon graphene-like layers are deposited by molecular beam epitaxy. 
We will introduce photoelectron spectroscopy as a principle tool [1], 
allowing one to evaluate the substrate quality (composition), the 
contamination degree, the amount of deposited material, and the surface 
or interface band bending [2,3]. Special atention will be given to the need 
to work on atomically clean substrates [4], and to the need to use 
complementary in situ characterization methods, such as low energy 
electron diffraction (LEED) [5]. For a clean ferroelectric thin film, the single 
domain state is realized when sufficient charge (mobile or ionized 
impurities) may be accomodated near its surface or bottom interface to 
compensate the depolarization field, a phenomenon which will be denoted 
heneforth as intrinsic screening [6–8]. When a conductive layer is deposited 
on top, the screening may be partly or totally realized using charges from 
this conductive layer, which will be denoted as extrinsic screening [6,9]. 
Indeed, some evolution of the core levels with metal deposition may 
nowadays be interpreted within this model [10]. Moreover, deposition on 
metal films may induce out-of-plane polarization due, again, to additional 
electrons contributing to the screening [11]. 
 In the case of graphene layers, due to the zero bandgap character of 
this material, the carriers used for screening may be easily switched from 
electrons to holes. This induces a hysteretic variation of the in-plane 
resistance of graphene-like layers as function on the polarization of the 
substrate, adjustable by a gate voltage [9]. In fact, the first experiments 
performed under air with transferred graphene, without any chemical 
characterization of the surfaces involved, exhibited rather a ‘anti-
hysteresis’ behaviour, in which the sense of the hysteresis is covered in the 
opposite sense with respect to what is expected from basic considerations 
[12–14] (only at ultralow temperature a correct ‘hysteresis’ was reported 
[14]). The explanation pointed on the influence of adsorbate molecules, 
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which may be cyclically be adsorbed or desorbed, as function of the gate 
voltage. Only recently, graphene-like layers were synthesized in ultrahigh 
vacuum, without contaminants [15]. In this contribution we will also 
present the very first results of in situ conduction measurements on these 
heterostructures, where both ‘hysteretic’ and ‘anti-hysteretic’ behaviour 
are recorded, depending on the carbon coverage. A qualitative model will 
be introduced to explain these new data, taking into account, for ultrathin 
layers, conduction occurring both in graphene (carriers induced to realize 
extrinsic compensation of depolarization fields) and on the surface of the 
ferroelectric film (using mobile carriers which realize the intrinsic 
compensation). This also demonstrates indirectly that the detected ‘anti-
hysteresis’ in Refs. [12–14] was due to contaminant molecules. 
 Hence, new correlations may be foreseen between the ferroelectric 
state of a thin film and in-plane conduction or sensing properties, which 
may be used in applications. Also, the stabilization of the ferroelectric state 
by some metals must be taken into account for applications where the 
robustness of the ferroelectric state is important. 
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Ferroelectric and multiferoic heterostructures are used as multifunctional 
materials for their well-known properties. Nowadays possibilities of 
obtaining high-quality epitaxial thin film structures offers new ways to 
study different effects as strain or strain gradients, low dimensions, 
electrostatic conditions at interfaces on the electric characteristics of the 
possible devices. This approach gives possibility to obtained new 
properties and to evidenced new phenomena which could be the basis for 
developing new devices and functionalities. In this way we show that by 
constructing epitaxial multilayered thin film structures by alternating 
ferroelectric materials with layers with different magnetic and electric 
properties new ferroelectric and dielectric characteristics are obtained. We 
found that the ferroelectric polarization switching is dependent and can be 
controlled by strain or by different electrostatic boundary conditions. The 
most significant result is the developing structures with 2n different and 
non-volatile polarization states (n-the number of ferroelectric layers 
separated by n-1 isolator layers). 
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A nanoelectromechanical system (NEMS) is a hybrid system made of a 
mescoscopic system such as a quantum dot, a quantum wire (QW), a single 
electron transistor, or a 2D lattice and a nanoresonator NR which can be a 
cantilever (or a tip), a fullerene molecule or a carbon nanotube. If these 
systems are coupled to wires, they present interest due to their quantum-
like behaviour and sensing properties. Either the cantilever can be 
influenced by the current passing through the QW or the current is 
influenced by the oscillations of a driven cantilever. Such systems were 
studied both theoretically [1-7] and experimentally [8-11]. The transient 
phenomena are only rarely discussed in the literature, within the single-
level model and the constant capacitance method and, mostly, only the 
steady-state regime is analyzed. The quantized vibrational modes of the 
cantilever tip are called vibrons and are different from phonons. The 
quantum dispersion of the displacement of the tip depends on the mass, the 
charge and the frequency of the tip.  
 
A small mass and a large frequency are sought for in the experiments that 
are undertaken at low temperatures. 
 
We solve the generalized Franck-Condon Master equation (GME) for an 
open NEMS in the Markov approximation and also take into account the 
intradot Coulomb interaction and the dissipation of vibrons due to thermal 
reservoirs. The numerical results coincide with the ones obtained upon 
employing a Lang-Firsov canonical transformation. The Hamiltonian of the 
free electrons (one energy level with spin), the free vibrons and the 
electron-vibron coupling is diagonalized numerically and the wires are 
described by tunneling operators between the wires and the QW. Upon 
expressing the tunneling operators in the basis of fully interacting states 
we obtain the Franck-Condon terms and an explicit form of the 
"Linbladian" that describes transport phenomena up to second order in the 
coupling with the two wires. Observables such as the current, the 
expectation value of the displacement of the tip can then be computed. At 
zero temperature and if the Fermi functions of the wires are set in such a 
way that the upper chemical potential is above all energy levels of the QW 
and the lower chemical potential is below all energy levels in the QW (in 
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other words if they allow a current to flow through the QW) then we 
recover the exact form of a Lindbladian operator. We find that the tip 
oscillates even if the bias is zero and that the populations with more 
vibrons have lower amplitudes if the ratio between the electron-coupling 
and the energy quantum of the tip is smaller. The oscillations of the 
populations of the states with different vibron number but with the same 
electron configuration are found to be slightly out-of-phase. 
 
The evolution of the populations of the vibronic states depend on the 
wavefunction of the electrons within the QW since it is possible to tune the 
oscillations by moving the tip along the x axis of the QW (in a plane 
perpendicular to the axis between the tip and the QW). The states with 
more vibrons are occupied on average to a less extent if the tip is off-
centered w.r.t. to the QW. If the tip is moved along the z axis by bringing the 
tip closer to the QW, the mixing of the states with different number of 
vibrons is enhanced. The vibron expectation value of the number and the 
populations of fully many-body states display oscillations even in the 
transient regime. It is important to mention that the oscillations of the NR 
displacement settle down within several microseconds to an equilibrium 
position that is different from the initial one if the bias is finite. 
 
Our intention is to further include the driving of the cantilever thereby 
studying possible feedback memory effects that are induced via the 
electron-vibron interaction in NEMS. 
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Due to their favourable properties (nontoxicity, stability, low cost, band gap 
in the visible range, good magnetic, catalytic, adsorption and absorption 
properties, etc.) iron oxide nanoparticles are promising candidates for 
different applications (catalysts, photocatalysts, magnetic materials, gas 
sensors, adsorbents, absorbents, battery electrodes, supercapacitors, etc.). 
Properties of iron oxide nanoparticles depend on their crystal structure, 
crystallite and particle size, particle shape, porosity, and also on the 
substitution of Fe ions with other metal ions in the crystal structure of iron 
oxide. In this presentation the results of investigation of the influence of 
doping with selected metal cations on different properties (unit cell size, 
crystallite size, particle size and shape, hyperfine magnetic field, IR and UV-
Vis absorption, thermal properties) of 1D iron oxide nanoparticles will be 
presented. 
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The case of Fe-Gd and Fe-Dy  (Dy is strongly anisotropic as compared to the 
isotropic Gd) thin films of different concentrations of RE (crossing the 
compensation point), as prepared by RF-magnetron sputtering with 
enriched 57Fe  will be detailed. The specific spero-magnetic non-collinear 
spin structures will be discussed in respect to their ingredients related to 
randomly distributed single ion anisotropy and the exchange interaction of 
the involved atoms. The morpho-structural and compositional 
characterization was realized via Grazing Incidence X-Ray Diffraction, X-
Ray Reflectometry, Transmission Electron Microscopy and Scanning 
Electron Microscopy coupled with Energy Dispersive X-Ray Spectroscopy. 
Atomic local configurations and magnetic interactions were studied via 
Conversion Electron Mössbauer Spectroscopy and Superconducting 
Quantum Interference Device magnetometry whereas the distribution of 
local magnetization axis was analyzed via vectorial Magneto-Optic Kerr 
Effect measurements. A specific magneto-optical behaviour when crossing 
the compensation points will be also presented and specific peculiarities in 
magneto-conduction experiments will be discussed. Finally, a specific 
possibility to investigate magneto-optical effects in such micro-structured 
RE based systems, with micron-sized Laser spots will be emphasised.  
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Abstract 
Thanks to a peerless collection of photo-physical properties, such as strong 
absorption coefficient, low exciton binding energy (~20 meV), long charge 
carrier diffusion length (>1 μm), deposition by a multitude of processing 
techniques, solar cell devices with hybrid perovskite achieved over 23% 
efficiency [1,2]. However, the main drawback is stability. Defects in 
perovskite films are the foremost source of degradation processes and 
generate inconsistencies in current-voltage curves and hysteresis, 
providing the pathway for ions migration and charge traps, that further 
initiate the degradation of the perovskite films. Two main sources for 
defect occurrence are closely related to the fabrication process and 
originate from: incomplete surface coverage or pinholes, and 
crystallization, which depends on the local properties of the material and 
specifically on the presence of structural and chemical defects. All defects 
will have an impact on the electronic and optoelectronic properties, 
ultimately reducing the power conversion efficiency in devices. 
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Titanium dioxide (TiO2) has been widely used in various applications 
involving microelectronics [1], healthcare [2] and environment [2]. In the 
last decade, a special attention was given to the exciton-phonon 
interactions [3], the photocatalytic properties [2, 4] and antimicrobial 
activity of TiO2 and its composites with carbon nanoparticles or conjugated 
polymers [2, 4].  
The optical properties of the nitrogen-doped TiO2 (TiO2:N) as well as their 
mixtures with different concentrations of Ag and/or SiO2 nanoparticles 
(0.5, 1 and 2 wt.%), prepared by mechanic-chemical interactions, will be 
shown. The influence of nanoparticles on the host material is evaluated by 
studies of Raman scattering, photoluminescence (PL), photoluminescence 
excitation (PLE) and UV-VIS spectroscopy.  
An approach to improving the efficiency of TiO2:N is to avoid the 
recombination of electrons and holes by using charge-transfer catalysts. 
The TiO2:N/SiO2 and TiO2:N/Ag systems have a promising potential to 
control the efficient charge transfer. In this context, the UV-VIS reflectance 
studies indicate a shift of the band gap of TiO2:N to the UV range as 
increasing of the SiO2 and Ag nanoparticles concentration in the studied 
mixtures. The presence of Ag and SiO2 in the host material indicates no 
broadening, shifting or additional lines in the Raman spectra. The PL 
intensities were decreased with increasing the Ag and/or SiO2 
nanoparticles concentration in host matrix mass, indicating the potential 
collectors of these materials. In order to explain these processes, the 
different de-excitation ways will be advanced, taking into account energy 
levels diagram of the TiO2:N/SiO2, TiO2:N/Ag and TiO2:N/Ag/SiO2 systems. 
The plasmonic effect of Ag nanoparticles in above systems is highlighted 
for the first time by PLE studies. 
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Biomedical applications of magnetic nanoparticles are of real scientific 
interest due to their magnetic, optical and electrical properties, as well as 
to the dimensional properties, surface-to-volume ratio, controlable 
morphology, functionality, bioavailability and improved biotolerability. 
Among the promising candidates for this purpose, magnetite nanoparticles 
(MNP) occupy an important place due to their good compatibility with the 
biological environment and low toxicity. The real potential for applying 
MNPs is, however, strongly dependent on their physicochemical 
properties, which are related to the synthesis process. Functionalization or 
coating of MNPs has been shown to directly influence magnetic 
susceptibility, colloidal stability, size, efficacy of cellular absorption and 
biodistribution. 
 
In this study, iron oxide nanoparticles were synthesized at temperatures of 
100-200° C and working pressures between 20-1000 bar. It has been found 
that the synthesis pressure influences the type of crystalline phase. Thus, 
at less than 100 atm pressures, iron oxide is predominantly formed as 
hematite, while at pressures above 100 atm, the major crystalline phase is 
goethite. Also, the crystallites size and medium particle size decreases with 
increasing pressure (for samples synthesized at P ≤ 100 atm). Complex 
thermal analysis by the DSC method revealed the polymorphic changes of 
iron oxides at different temperatures. 
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Organic Light Emitting Diodes (OLED) enter now in the third phase 
concerning their efficiency. In these devices, the emissive 
electroluminescent layer is composed of carbon-based (organic) 
semiconductors, typically aromatic small molecules, in contrast to the 
inorganic crystalline semiconductors used in traditional LEDs. If the first 
devices are based on pure organic materials, the second and the third 
generations are based on combinations between metals and organic 
ligands in so-called organometallics for which their external quantum 
efficiency is significantly increased. The second generation is now widely 
used in large displays reaching high efficiency because of the spin-orbit 
coupling which induces intersystem crossing between metals and their 
ligands. The third generation of OLED comprises in increased external 
quantum efficiency obtained by proper choice of the ligands, reaching a 
theoretical value of 100%. A brief description of these OLEDs will be 
presented together with their advantages and the obtained technologies for 
the next generation of displays. 
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One-dimensional (1D) metal oxide nanostructures are promising materials 
for different advanced applications in electronics, energy conversion and 
storage, gas-sensing, catalysis and photocatalysis. To produce these 
nanostructures various synthesis approaches can be applaied. Among 
them, electrospinning method has received a remarkable interest. It allows 
the synthesis of very long fibres having diameter of tens to hundreds 
nanometers. The electrospinning is based on the effect that high voltage has 
on viscous, conductive polymer solution. When an applied electrostatic 
charge overcomes the surface tensions of the polymer solution an 
electrically charged polymer jet is formed.1 The electrospun nanofibres are 
then collected on the oposite charged electrode. Finally, the electrospun 
metal oxide nanofibres are produced by calcination of as-spun fibres. Their 
properties will depend on the chemical and physical parameters of 
electrospinning proces as well as the parameters of  heating treatment.  
In this presentation the formation of Zn-, Ni-, Ru- and Fe-oxide nanofibers 
by electrospinning will be presented. The corresponding metal salts 
Zn(NO3)2, Zn(ac)2, Ni(NO3)2, Fe(NO3)3 or Ru(NO)(NO3)3 were dissolved into 
C2H5OH solvent already containing polyvinilpyrrolidone (Mw = 1300000). 
Electrospinning of viscous solution in the system PVP-C2H5OH-H2O-Zn(ac)2 
produced fibres which were additionally heated at 400 and 600 oC 
producing the fibres network consisting of primary ZnO particles with 
maximum width between ~20 and 80 -100 nm.2 1D ZnO nanoparticles 
were grown perpendicularly onto electrospun ZnO fibres at 160 oC in 
aqueous medium containing zinc(II)-acetylacetonate.3 In the system PVP-
C2H5OH-H2O-Ni(NO3)2 at lower concentrations of Ni(NO3)2 a porous 
microstructure consisted of interconnected fibres was obtained, whereas 
at a high Ni(NO3)2 concentrations a laminar microstructure was produced.4 
Electrospinning of viscous PVP-C2H5OH-H2O-Ru(NO)(NO3)3 solution 
folloed by heating of the precursor fibres at 400 oC yielded the ribbon-like 
RuO2/Ru nanofibers.5 In addition, the influence of metallic dopants on the 
formation and properties of -Fe2O3 nanofibers will be also presented.6 The 
differences obtained in the synthesis of these metal oxides by 
electrospinning method will be shortly discussed.  
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First-principles simulations based on density functional theory can provide 
insight into the behaviour of electrode materials for photoelectrocatalytic 
devices. In order to achieve this, it is crucial to provide a realistic 
description of the effects of the complex environment on materials, 
interfaces and processes, in presence of the electrochemical interface, 
illumination and electric bias. In this talk, I will show how the environment 
can be taken into account, and how parameters relevant for materials 
performance can be extracted from the simulations, with particular 
reference to water splitting. A detailed understanding of mechanisms 
acting at atomic level can be attained. Finally, limitations of this approach 
and future research directions will be discussed. 
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Innovative and stable catalysts can be prepared within the framework of a 
biomimetic approach, thus embedding an active single metal atom in a 
tetra-pyrrolic cage. From the surface science point of view, an in situ and 
operando characterization of heme-like, simplified model systems may 
represent a challenge. Besides investigations at cryogenic temperature, a 
thorough atomic-level experimental understanding is not straightforward 
so far due to the near-ambient pressure conditions that are necessary to 
yield a significant interaction of the active core with gas phase molecules at 
room temperature. By exploiting non-linear laser spectroscopy, access to 
the vibronic properties of interfaces is possible under realistic operative 
conditions, allowing the investigation of 2D metal-organic supported 
systems. 
 

 
 
Self-assembled 2D layers of metal-N4 complexes deposited at single crystal 
terminations [1] and over supporting templates like graphene [2] or oxide 
films [3] will be described, with a specific focus on the interaction with 
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small gas-phase molecules. IR-Vis Sum Frequency Generation spectroscopy 
data combined with ab initio calculations provide a detailed insight into the 
structural and chemical behavior of the layers, including the role of Frenkel 
excitons [2]. The latter form upon illumination with visible light and, 
initially localized at the reactive centers, evolve through associated spin 
transition and singlet fission mechanisms, affecting the adsorbed ligand, i.e. 
the chemical reactant. 
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